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ABSTRACT

The wind that drives oceanic eastern boundary upwelling systems is highly variable. In many locations, the

standard deviation of wind velocity on time scales of days to weeks is larger than the mean. In the;1600-km-

long California Current System (CCS), the spatial decorrelation scale of the wind fluctuations is ;400–

800 km, suggesting wind fluctuations in the north and south ends of the system are not related. Yet, there is

also the suggestion in the literature of a larger-scale structure in the fluctuations. Here, empirical orthogonal

function (EOF) analysis of buoy and satellite wind velocities confirms the existence of that structure. This

analysis covers a larger spatial domain than previous EOF studies in the CCS and, to allow for propagation of

the wind fluctuations, includes an approach for calculating Hilbert EOFs from time series with gaps. The

large-scale structure in the wind fluctuations is a quasi-dipole pattern spanning the coastline fromWashington

through California. It accounts for ;60% of the wind velocity variance on time scales of days to weeks. The

time-mean wind velocity, showing a continuous zone of intensified wind along the coast, is deceptive. When

the northern half of the CCS is in a relaxation state, the southern half often experiences intensified winds, and

vice versa. There should be a resulting out-of-phase structure in oceanic upwelling. The out-of-phase wind

fluctuations in the north and south parts of the CCS may affect the forcing of oceanic coastal-trapped waves,

mesoscale eddy generation at capes, and offshore export of carbon.

1. Introduction

Wind-driven coastal upwelling in eastern boundary

upwelling systems such as the California Current System

(CCS; e.g., Huyer 1983) supplies nutrients that fuel phy-

toplankton growth and support high fisheries productivity

(e.g., Pauly and Christensen 1995). Although the pre-

vailing wind is upwelling favorable in the CCS and other

eastern boundary upwelling systems, thewind field can be

highly variable. In the CCS, the wind velocity fluctuations

are comparable to the mean or larger (Halliwell and

Allen 1987) (Fig. 1). The wind fluctuates because of

synoptic-scale pressure changes associated with move-

ment of the jet stream and offshore anticyclone, in the

case of the CCS the North Pacific high (NPH), and its

interaction with the low-pressure area over the desert in

the southwestern United States (Mass and Bond 1996;

Bane et al. 2005; Nuss 2007). Within a few tens of kilo-

meters of the coast, these wind velocity fluctuations can

be enhanced by smaller-scale processes involving the

marine boundary layer and the coastal mountains [re-

viewed in Nuss et al. (2000)]. The resulting weak wind

events, or ‘‘relaxations,’’ and wind reversals reduce off-

shore Ekman transport in the surface layer and cause

temporal variability in oceanic upwelling (e.g., Winant

et al. 1987). In all four major eastern boundary upwelling

systems, wind relaxations also allow buoyant poleward

along-coast flows of warm water that affect coastal water

temperatures and can transport larvae (Send et al. 1987;

Relvas and Barton 2002, 2005; García-Lafuente et al.

2006; Fawcett et al. 2008; Melton et al. 2009; Washburn

et al. 2011; Garel et al. 2016). Therefore, it is important to

understand the variability in the wind field over eastern

boundary upwelling systems.

In the CCS, the spatial correlation scale of the wind

variability is thought to be smaller than the scale of the

upwelling system, which is ;1600km. The decorrelation

scale of the wind field is 400–800km in summer, and the

along-coast correlation of wind velocity is weak across

CapeMendocino, near the center of the system (Halliwell

and Allen 1987). Previous empirical orthogonal function

(EOF) analyses of the wind field in summer focused on

subdomains of the CCS. For the southern and central
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CCS, the leading mode has large amplitude over only a

portion of the analysis domain (Kelly 1985). For the central

and northern CCS, modes with large amplitude south of

Cape Mendocino have small amplitude north of Cape

Mendocino, suggesting the wind variability in the pole-

ward and equatorward parts of the system is in in-

dependentmodes (Perlin et al. 2004). As a result, there is a

conception in the literature thatwind relaxation or reversal

events in the poleward and equatorward parts of the CCS,

north and south of Cape Mendocino, are not connected.

However, the literature also suggests a larger-scale

structure is present in the wind field. Halliwell and

Allen (1987) described ‘‘event sequences’’ of alternating

wind reversal and intensification that affect the poleward

part of the CCS, from Washington to Cape Mendocino.

These event sequences are driven by synoptic-scale

pressure fluctuations associated with troughs or extra-

tropical cyclones propagating on the jet stream (Bane

et al. 2005), followed by NPH extension and ridging over

the CCS (e.g., Taylor et al. 2008). However, if NPH

ridging is strong enough it leads to wind reversal in the

equatorward part of the CCS, from Point Conception to

Cape Mendocino and occasionally farther, by advecting

the desert heat low offshore and weakening the along-

and cross-coast atmospheric pressure gradients (Mass

and Bond 1996; Nuss 2007). The connection of wind re-

versals in both the equatorward and poleward parts of the

CCS to similar NPH ridging events suggests winds along

the entire CCS may be related in a coherent fashion.

Recent work supports this idea of system-wide co-

herence in the wind field. In a composite of summer wind

relaxations off central California, the winds off Oregon

tend to relax or reverse;5 days previous to and;5 days

after the central California relaxation (Fewings et al.

2016). The wind relaxations off central California are

caused by a weaker version of the same NPH ridging that

causes the wind reversals discussed by Mass and Bond

(1996) andNuss (2007). This indicates the event sequence

described by Halliwell and Allen (1987) has three, not

two, stages: wind relaxation or reversal in the poleward

part of the CCS; followed by wind intensification; fol-

lowed by wind relaxation, or more rarely reversal, in the

equatorward part of the CCS. The entire sequence takes

;10–12 days on average (Fewings et al. 2016). The wind

relaxations that occur poleward and equatorward of Cape

Mendocino are caused by different mechanisms but are

connected by an NPH ridging event that reintensifies the

wind and separates the two relaxations in time. Because

of this three-stage wind event sequence, we would

therefore expect coherent time variability in the wind

field along the entire coast. In fact, there is already the

suggestion of correlation in the wind field on scales larger

than 800km in Halliwell and Allen (1987, their Fig. 6).

Although the correlation between winds at buoy pairs

drops to zero near Cape Mendocino, winds off central

California are somewhat negatively correlated with winds

off Oregon and Washington (Fig. 2). This tantalizing

evidence of a large-scale structure that unifies the wind

variability along the entire CCS was the motivation for

the present study.

Here, the temporal variation in the along-coast wind

velocity fromWashington to California is analyzed using

EOFs and Hilbert EOFs of buoy and satellite data. This

analysis includes an approach for calculating Hilbert

EOFs from time series with gaps, described in section 2.

FIG. 1. Mean wind velocity and its variability over the CCS in

summer, from NDBC buoys during June–September 1981–2016.

Black vectors show the mean wind velocity; the buoys are located

at the tails of the vectors. Blue principal axis ellipses indicate the

standard deviation of wind velocity on time scales of days and

longer. Buoy numbers are given at left. Green connected dots

following the coast indicate the locations of QuikSCAT satellite

vector wind data used in other figures.
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There is system-wide structure in the wind field, pre-

sented in sections 3 and 4. A single coast-wide Hilbert

EOF mode explains much of the wind velocity variance

in summer. Section 5 discusses how in correlation anal-

ysis between buoy pairs the relation between winds in

the northern and southern parts of the system does not

appear as strong, likely due to frontal systems. Section 6

shows how the large-scale structure can be interpreted in

light of the three-stage wind cycle discussed above, as

well as implications for the structure of coastal upwell-

ing and generation of mesoscale eddies.

2. Data and methods

a. Buoy wind data

Hourly wind velocities from 11 National Data Buoy

Center (NDBC) buoys during June–September 1981–

2016 (Figs. 1, 3) are included in the analysis. Gaps,12h

long were filled by linear interpolation. The data were

then low-pass filtered with a (48h)21 half-amplitude

cutoff to remove the diurnal cycle, which constitutes

;10% of the wind velocity variance and is not the focus

of this study. Below, ‘‘total variance’’ refers to total

variance on time scales .48h. The spatial patterns

presented below are not sensitive to applying this low-

pass filter, removing an annual climatology, or including

May or leaving out September.

b. Satellite ocean vector wind data

The satellite data are QuikSCAT Level 2B version

3.1 swath data (SeaPAC 2016), which are provided at

http://podaac.jpl.nasa.gov on a 12.5-km grid. These are

equivalent 10-m neutral winds derived from microwave

backscatter from ocean surface roughness (Fore et al.

2014). The data are available during 27 October 1999 to

22 November 2009 (Fig. 3). The QuikSCAT wind ve-

locities from each swath were linearly interpolated

onto a 0.18 latitude–longitude grid by Delaunay tri-

angulation. These winds were then rotated into the

along-coast coordinate system described below. Short

gaps, mostly #24h, at some coastline locations due to

FIG. 3. Timeline of data availability for QuikSCAT and the NDBC buoys during 1981–2016. The last two digits of the year are indicated

along the lower axis. Horizontal bars indicate periods whenwind velocity data are available. Buoy numbers are indicated at left. Buoy time

series shown in blue were used in the HEOF analysis. Buoy time series shown in blue and dark gray were included in the standard EOF

analysis, except buoy 46010, which was used only in theHEOF analysis for theMass and Bond (1996) time period because of a lack of data

availability after 1991. Data availability for all months of the year is shown here for context, though only June–September buoy data were

used in this study (indicated by vertical gray shading).

FIG. 2. Contours of the correlation matrix (r) at zero time lag

between along-coast wind velocities at pairs of buoys along the

coast during June–September 1981–2016. Similar to Halliwell and

Allen (1987, their Fig. 6). Data overlap varies depending on the

buoy pair. Buoy numbers are indicated along the diagonal. See

Fig. 1 for buoy locations. The wind velocities were low-pass filtered

with a (48 h)21 cutoff to remove the diurnal cycle. An indepen-

dence time scale of 2.5 days is used, based on the autodecorrelation

time scales of;2.5–3 days for individual buoys. The minimum r for

95% significance is 0.06–0.1 depending on the buoy pair. The zero

contour is shown in black.
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satellite approach angle were filled by interpolating the

available data onto an hourly time base using Delaunay

triangulation as a function of latitude and time, then

low-pass filtering similarly to the buoy data above, then

subsampling onto a 12-h time base. As for the buoy data,

in the text below, ‘‘total variance’’ refers to total vari-

ance on time scales .48h. The results below are not

sensitive to the specifics of the interpolation procedure.

A time series of the gridded satellite winds was extracted

every 0.48 latitude on a line following the coast (Fig. 1).

The results are similar if the line is moved 10–30 km

offshore, or if QuikSCAT Level 2B version 3.0 data are

used instead, though those data are not available as close

to the coast as version 3.1.

c. Coordinate system

The along-coast coordinate system at each buoy or

satellite vector wind grid point is based on coastline di-

rection. High-resolution coastline data from the NOAA

Global Self-Consistent Hierarchical High-Resolution

Shorelines database were adjusted to remove large bays

such as San Francisco Bay and then low-pass-filtered as a

function of along-coast distance with a (150km)21 half-

amplitude cutoff. The large-scale modal structures pre-

sented below still exist if the north–south component of

wind velocity, or principal axis coordinates, are used in-

stead of this along-coast coordinate system. Principal axis

coordinates are not ideal near capes, however, where the

principal axis of variability is different for upwelling-

versus downwelling-favorable winds due to the sharp

change in coastline angle.

d. Standard EOF calculations

The EOFs of the along-coast component of the wind

velocity, hereafter called ‘‘standard EOFs’’ to distinguish

from Hilbert EOFs, were calculated from the 377 days

during June–September 1981–2016 with data available

simultaneously at all 11 buoys, which occurred during

2002–04, 2006, 2008–11, and 2016. First, the mean was

removed from each time series. Each time series was then

standardized by dividing by its standard deviation. The

EOFs were calculated from the covariance matrix of the

scaled time series. The scaling by standard deviation

makes the standard EOF calculation consistent with the

Hilbert EOF (HEOF) calculation described below and is

equivalent to using the correlation matrix to find the

EOFs (e.g., Wallace and Dickinson 1972; Björnsson and

Venegas 1997). Without this standardization, the results

are not qualitatively different; the spatial amplitude pat-

tern ismore variable across the domain, but notmarkedly

so (not shown), because the wind variability has a fairly

similar magnitude at all sites (Fig. 1). The time series of

the standard EOF modes were also scaled to have

standard deviation 5 1, and the spatial patterns of the

EOF modes scaled to compensate, so that all velocity

scale factors are in the spatial parts of the modes.

e. The HEOF technique

HEOF analysis is a statistical technique that, unlike

standard EOF analysis, can capture a propagating pat-

tern in a single mode (e.g., Hannachi et al. 2007).

HEOFs are calculated as complex-valued EOFs calcu-

lated from the covariance matrices of the Hilbert-

transformed time series (e.g., Horel 1984; Merrifield

and Guza 1990; Björnsson and Venegas 1997; Hannachi

et al. 2007). Here, the technique is reviewed following

those references.

Similarly to standard EOF analysis, Hilbert EOF

analysis begins with a group of real-valued time series of

data from various locations. First, the time mean should

be removed at each location, and the resulting time se-

ries should be tapered to avoid end effects (see section

2f). The resulting demeaned, tapered time series at the

jth site is uj(t). Using Fourier analysis, uj(t) can be ex-

pressed as a sum of sines and cosines:

u
j
(t)[ �

v

[a
j
(v) cos(vt)1b

j
(v) sin(vt)] , (1)

where v is angular frequency and aj(v) and bj(v) are the

Fourier coefficients of uj(t). Using these coefficients, one

can define the quadrature function of uj(t), called ûj(t):

û
j
(t)[ �

v

[a
j
(v) sin(vt)2b

j
(v) cos(vt)] , (2)

so that ûj(t) is the same as the original time series, except

each spectral component has a phase shift of p/2. This

function ûj(t) is the Hilbert transform of uj(t).

Next, an auxiliary time seriesUj(t) is constructed from

the original time series uj(t) and its Hilbert transform

ûj(t):

U
j
(t)[ u

j
(t)1 iû

j
(t) . (3)

[Here, this was done using the MATLAB function

‘‘hilbert,’’ which directly returns Uj(t), not ûj(t).] The

time series Uj(t) for all sites j, where j5 1, . . . , M, are

then collected as the columns of amatrixU in which each

column is a location and each row is a sampling time.

This matrix is then analyzed similarly to standard EOF

methods. First, one calculates the complex covariance

matrix of U:

F5
1

N2 1
UyU , (4)

whereN is the number of samples in time and y indicates
the conjugate transpose. The eigenfunctions of F are cm,
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the m5 1, . . . , M spatial patterns of the HEOF modes.

BecauseU and F are complex, the spatial pattern of each

HEOF mode is complex, unlike in standard EOF anal-

ysis. We can write each complex spatial pattern cm in

terms of a real-valued spatial amplitude gm and a real-

valued spatial phase usm:

c
m
[ g

m
eiusm , (5)

where

g
m
5 jc

m
j , (6)

and

u
sm

5 tan21

"
Im(c

m
)

Re(c
m
)

#
. (7)

The spatial phase indicates the phase lag of the fluctu-

ations at each site with respect to a reference site. [Note

that in Merrifield and Guza (1990) and Hannachi et al.

(2007) there is a minus sign in their version of Eq. (7),

which compensates for a minus sign in their definition of

the Hilbert transform.]

The eigenvalues of F are lm. The percent of the total

variance of the original M time series from all sites that

is captured by themth mode, Pm, is determined from the

eigenvalues as

P
m
5 100%3

l
m

�
M

m51

l
m

0
B@

1
CA . (8)

A 95% confidence interval for Pm is (North et al. 1982):

P
95%m

5

 
16

ffiffiffiffi
2

N

r !
P
m
. (9)

If the N data points in each time series are not in-

dependent, N in Eq. (9) should be replaced with an es-

timate of the number of independent points. Here, the

independence time is assumed to be 10 days, based

on the three-stage wind event sequence time scale

(section 6a). Note that for standard EOFs of complex

time series, the factor of 2 under the square root in

Eq. (9) is removed because the real and imaginary parts

of the complex time series are assumed to be in-

dependent, so the time series has 2N degrees of free-

dom. That is not the case here because, althoughUj(t) is

complex, the imaginary part is constructed from the real

part, and the Hilbert transform does not add any new

degrees of freedom to Uj(t).

The time series of the mth mode am(t) is found the

same way as in standard EOF analysis, by projecting the

spatial pattern of the mth mode onto the matrix U of

data time series from all sites:

a
m
(t)5Uc

m
. (10)

Thesemodal time series are also complex. A real-valued

temporal amplitude a0m and real-valued temporal phase

utm can be defined similarly to Eqs. (5)–(7):

a
m
(t)5a

m
(t)eiutm(t) , (11)

where

a
m
5 ja

m
j (12)

and

u
sm

5 tan21

"
Im(c

m
)

Re(c
m
)

#
. (13)

The percent of the variance at site j that is captured

by themth mode is equal to the correlation coefficient

squared between the time series from the jth site Uj(t)

and the time series of the mth mode am(t). A more

computationally efficient way to calculate this quan-

tity is

percent variance captured at jth site by mth mode

5 100%3

 
c
jm
c
jm
*

l
m

s2
Uj(t)

!
,

(14)

where the asterisk (*) indicates the complex conjugate

and s2
Uj(t)

is the variance of the time series Uj(t).

The time seriesUj(t) can be reconstructed for any site

j by summing over all the modes:

U
j
(t)5 �

M

m51

a
m
(t)cymj , (15)

and the original scaled time series uj(t) can be found

from uj(t)5Re[Uj(t)]. When plotting a single HEOF

modem at a particular site j, typically only the real part

of the HEOF is plotted, for example, Re[am(t)c
y
mj],

because, similarly to Uj(t), the imaginary part of each

HEOF mode is the Hilbert transform of the real part,

that is, the same as the real part but with a phase shift

of p/2.

For more details on EOFs and HEOFs, see Wallace

and Dickinson (1972), Horel (1984), Merrifield and

Guza (1990), Björnsson and Venegas (1997), and

Hannachi et al. (2007).
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f. HEOF calculations from the continuous
QuikSCAT time series

The Hilbert transform is typically calculated from

the Fourier coefficients of a time series, which re-

quires gap-free time series. Therefore, it is straight-

forward to calculate HEOFs from the continuous

1999–2009 QuikSCAT time series of along-coast wind

velocity, which includes all seasons. First, the time

mean was removed at each site. Then a cosine, or

Tukey, taper was applied to the first and last 5% of the

time series. Each time series was then standardized by

multiplying by 1/swhere s is the standard deviation of

the time series, to be consistent with the standardi-

zation in section 2d. Next, the entire 1999–2009 time

series of wind velocity at each location, including all

months of the year, was Hilbert transformed (section 2e).

Finally, the complex EOFs were calculated by taking

only the June–September time periods of the Hilbert-

transformed 1999–2009 time series, joining those chunks

end-to-end, then calculating the covariance matrix and

its complex EOFs, the HEOFs. Similarly to the EOFs in

section 2d, the time series of the resulting HEOFs were

scaled to have standard deviation 5 1 by multiplying

each modal time series am(t) by 1/sa
m, where sa

m is the

standard deviation of Re[am(t)], and the spatial patterns

scaled to compensate by multiplying by sa
m. The spatial

phase patterns usm (section 2e) are arbitrary to within a

constant offset, which can be absorbed into the temporal

phase utm at each site (e.g., Merrifield and Guza 1990;

Hannachi et al. 2007); here, the spatial phase is set to

zero at the southernmost location. The results of this

procedure are referred to in section 4 as ‘‘QuikSCAT 1

Hilbert’’ because the entire QuikSCAT time series is

Hilbert transformed as one continuous segment.

g. HEOFs from data with gaps

Calculating the HEOFs from the buoy data is more

complicated because of the gaps in the time series.

However, only the Hilbert transform operation re-

quires continuous time series. The covariance and the

complex EOF calculations do not. Therefore, the

HEOFs can be calculated by carrying out the Hilbert

transform on each available segment of data sepa-

rately, joining the Hilbert-transformed time series

end-to-end, and then calculating the complex HEOFs.

This procedure was tested with the QuikSCAT data.

The time mean was removed from each June–

September time series segment available during

2000–09. A cosine taper was applied to the first and

last 5% of each segment. Each segment was stan-

dardized as in section 2f but using the standard de-

viation of the concatenated segments. These

demeaned, tapered, standardized QuikSCAT time

series segments were each Hilbert transformed sepa-

rately. The Hilbert-transformed segments were then

appended end-to-end. The covariance matrix was

calculated from this concatenated time series, and the

HEOFs were calculated from the covariance matrix as

in section 2f.

The results of calculating the HEOFs from the dis-

crete June–September chunks of QuikSCAT data are

very similar to the results of calculating the HEOFs by

Hilbert transforming the entire QuikSCAT time series

at once (section 2f), as will be shown in section 4. The

results are not identical because the continuous year-

round 1999–2009 time series resolves lower-frequency

variations than the individual June–September chunks.

If a high-pass filter with a (120 day)21 half-amplitude

cutoff, where the cutoff is based on the ;120 days in

June–September, is applied to the 1999–2009 QuikSCAT

time series before calculating the Hilbert transform in

section 2f, the results become nearly identical (not

shown); the very small remaining discrepancy may be

because the filter does not have a sharp cutoff. This

gives confidence in calculating HEOFs from the buoy

data, where it would not be possible to Hilbert trans-

form the entire time series simultaneously without in-

terpolating across large gaps (Fig. 3).

To resolve synoptic time scales with statistical

confidence, only time periods when all buoys had data

for at least 20 days continuously were included in the

buoy HEOF calculations. This is unlike the standard

EOF calculations in section 2d, where shorter time

periods of data were also included. [Although re-

analysis winds are a continuous alternative to buoy

data, reanalysis winds are not used here because they

do not resolve well the wind maxima along the coast

caused by the five major capes (e.g., Perlin et al. 2004;

Fewings et al. 2016).] The buoy HEOFs were calculated

similarly to the HEOFs of the discrete June–September

QuikSCAT chunks in the above paragraph. Segments of

continuous data longer than 20 days are available simul-

taneously at all 11 buoys during summer 2003, 2004, 2009,

2011, and 2016, for a total of 270 days in the concatenated

Hilbert-transformed time series in the buoy HEOF

analysis.

To extend the HEOF results farther back in time

and enable comparison with theMass and Bond (1996)

and Bond et al. (1996) studies of wind reversals (see

section 2j), the HEOFs were also calculated with a

subset of six buoys: 46041, 46029, 46027, 46022, 46013,

and 46028. For this analysis only, wind velocity from

buoy 46029 was combined with the time series from a

nearby buoy, 46010, to increase the data coverage

during 1981–91 (Fig. 3).
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h. Correlation calculations

Pearson linear correlation coefficients were calculated

from the filtered buoy wind velocity data at time lags

of 220 to 20 days in intervals of 1 h, using all times in

June–September 1981–2016 with data available at both

buoys in each pair. Unless otherwise noted, all correla-

tions reported here are significant at the 95% confidence

level, using an independence time scale of ;2.5–3 days,

equal to the decorrelation time scale calculated follow-

ing Thomson and Emery (2014).

i. Coherence calculations

To determine what percentage of the variability in any

two time series is lag correlated, when the time lag is

unknown and may differ for different frequency bands,

we can examine the magnitude and phase of the co-

herence spectrum (e.g., Thomson and Emery 2014). A

coherence spectrum Cxy is a normalized cross spectrum:

C
xy
(f )[

S
xy
( f )ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

S
xx
( f )S

yy
( f )

q , (16)

where Sxy is the cross-spectral density of the two time

series x(t) and y(t), f is frequency, and Sxx and Syy are the

autospectral densities. The magnitude squared of the

coherence spectrum, jCxyj2, can have values from 0 to 1,

and the coherence phase is f( f ), calculated from

C
xy
( f )5 jC

xy
( f )jeif( f ) . (17)

Here, the coherence between the time series of buoy

EOFs 1 and 2 was calculated from the gap-free chunks of

data that were at least 17 days long, following Aristizábal
et al. (2016, 2017).

j. Identifying wind relaxations and reversals

The onset times of wind relaxation events at Point

Conception were identified by Melton et al. (2009). The

times were defined based on zero crossings of the first

EOF of the (36h)21 low-pass-filtered, major principal

axis wind velocity at NDBC buoys 46062, 46011, 46023,

and 46054 near Point Conception. The EOF was re-

quired to be mostly negative for the preceding;2 days

and mostly positive for the following ;2 days or more.

Since the first EOF captures 80% of the wind velocity

variance, the Melton et al. (2009) index essentially

identifies times when the wind velocity at Point Con-

ception falls below its mean value for a couple of days

or longer. Here, the Melton et al. (2009) method was

used to identify wind relaxations over the entire buoy

record in Fig. 3.

The times of coastally trapped wind reversals were

identified inMass and Bond (1996) and Bond et al. (1996),

using hourly wind data from NDBC buoy 46013 off Cal-

ifornia and other buoys. They identified times when the

wind shifted from northerly to southerly. The wind was

required to be northerly formost of the preceding 12h and

southerly formost of the following 12h. Thewinddirection

after the reversal to southerlywas required to bewithin 458
of the along-coast direction. In the analysis here, the times

of strong wind reversals at buoy 46013 listed in Bond et al.

(1996) and weak wind reversals at buoy 46013 listed in

Mass and Bond (1996) are grouped together.

3. A large-scale dipole structure in the buoy wind
field

a. The first EOF of buoy winds: A dipole mode

In summer, the leading standard EOF of along-coast

wind velocity at the 11 NDBC buoys is a dipole mode

(Fig. 4a). While the wind velocity is from one direction

off Washington and Oregon, the wind tends to be from

the opposite direction off California. This EOF captures

44% of the total variance. The node of the dipole is near

Cape Mendocino, where the amplitude of the EOF is

negligible and almost none of the wind velocity variance

is explained (Fig. 4a, ‘‘node’’). Away from the node, this

dipole EOF explains 45%–65% of the variance at indi-

vidual buoys (Fig. 4b). This EOF shows that the primary

pattern of summer wind variability near the coast in the

CCS is one in which the poleward and equatorward parts

of the system experience wind fluctuations of alternating

sign on time scales of days and longer.

b. The second and higher EOFs of buoy winds

In contrast to the dipole mode above, the second EOF

has the same sign over the entire region (Fig. 5a). EOF 2

explains 33% of the total along-coast wind velocity

variance. However, the spatial amplitude of EOF 2 is

larger in the middle part of the CCS (Fig. 5a) and the

percent variance explained by EOF 2 is also larger at

sites in themiddle of the system: 35%–70%off Northern

California, but;15% or less offWashington and central

California (Fig. 5b).

EOFs 1 and 2 do not have statistically distinct eigen-

values, according to the North et al. (1982) rule. The

95% confidence intervals of the eigenvalues overlap

(not shown), assuming the independence time scale is

10 days or longer, based on the three-stage wind event

sequence discussed in sections 1 and 6a. This indicates

that EOFs 1 and 2 are degenerate and EOF 2 cannot be

neglected. In fact, EOFs 1 and 2 are partially related, as

discussed in section 3c below.

Together, EOFs 1 and 2 account for;80%of the total

variance in along-coast wind velocity and ;55%–90%
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of the variance at any single buoy (Fig. 6). EOF 3 cap-

tures 10% of the overall variance, and EOFs 4–10 each

capture ,5% of the total wind velocity variance (not

shown). Therefore, EOFs 3 and higher are of negligible

importance compared to EOFs 1 and 2.

c. Propagating fluctuations revealed in coherence
between buoy EOFs 1 and 2

Although EOFs 1 and 2 are orthogonal by definition,

and their time series are uncorrelated at zero lag, EOFs 1

and 2 are partially related. To understand how EOFs

1 and 2 can be orthogonal and therefore uncorrelated (at

zero time lag), yet be related, we can think of the example

of two simple time series: sin(2pft) and cos(2pft), where

the frequency f is constant and t is time. These time series

are orthogonal, and they are uncorrelated at zero lag.

However, the two time series are clearly related: one is

the same as the other, except for a 908 phase lag. The two
time series are perfectly correlated at a lag of 908,

equivalent to a time lag of 1/4 f21. In an analogous

manner, the time series of EOFs 1 and 2 are correlated

at a lag of several days to weeks, as shown below.

The time series of EOFs 1 and 2 have magnitude

squared coherence jCxyj2 ; 0.3–0.4 at periods of several

days to weeks, which is significant at the 95% confidence

level (Fig. 7a). The coherence phase is f; 908 for those
periods, indicating EOF 2 is;908 out of phase with EOF

1 (Fig. 7b). Any two EOFs that are 908 out of phase and

100%coherent can be interpreted as a single, propagating

pattern (e.g., Hannachi et al. 2007), similarly to the

analogy of a single sine and cosine given above. Here,

;40%of the variance inEOFs 1 and 2 is coherent and 908
out of phase. That indicates that;40% of the variance in

the alternating wind fluctuations is propagating along the

coast. This is consistent with previous studies (section 1)

and is visually evident in Hovmöller diagrams of EOF 1

(Fig. 8a), EOF 2 (Fig. 8b), and the sum of EOFs 1 and 2

(Fig. 8c) as compared to the measured wind velocity

FIG. 4. EOF 1 of the along-coast component of wind velocity at the 11 buoys. (a) Spatial pattern of the EOF. The

area of each circle indicates the amplitude of the spatial pattern at that buoy location, in units of the standard

deviation of wind velocity at that site (semimajor axis of the ellipse in Fig. 1). Blue and red indicate negative and

positive signs, respectively, for the spatial response at each buoy location. (b) Green numbers indicate the per-

centage of velocity variance captured at each site by this EOF. NDBC buoy number is shown at left of each site.
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fluctuations (Fig. 8f). The poleward propagation cannot

be captured in a single standard EOF. The sum of EOFs 1

and 2 is a far better representation of the wind velocity

fluctuations, in particular the poleward propagation of

those fluctuations, than EOF 1 alone.

Overall, the EOF analysis tells us that much of the

synoptic variance in the buoy winds is in a single dipole-

like pattern (Fig. 4a). The partial coherence of EOFs 1

and 2 indicates that;55%–60% of the along-coast wind

velocity variance in the CCS should be describable in a

single propagating pattern: 44% variance captured by

EOF 11 0.43 (33% variance captured by EOF 2). The

pattern should be primarily a dipole but with some phase

lag of propagation along the coast. In section 4, this

pattern is identified with Hilbert EOF analysis.

4. A large-scale propagating structure in the buoy
and satellite winds

The leading Hilbert EOF captures ;60% of the total

synoptic wind velocity variance in summer over the CCS

(Fig. 9), consistent with the prediction based on the

regular EOFs at the end of the previous section. The

Hovmöller diagram of HEOF 1 from either the buoy or

QuikSCAT winds is very similar to the Hovmöller dia-
gram of standard EOF 1 1 2 (Figs. 8c–e). The first

HEOF mode captures ;40%–80% of the variance at

each site along the coast, explaining more variance in

the northern part of the CCS but still about half the

variance in the southern part (Fig. 10a). The spatial

phase pattern of HEOF 1 indicates that the wind ve-

locity fluctuations are nearly in phase over the northern

part of the CCS,;428–488N, from Cape Blanco through

Washington State (Fig. 10c). In contrast, the wind fluc-

tuations in the southern part of the CCS, ;348–408N,

propagate poleward, indicated by a phase shift that in-

creases approximately linearly with latitude (Fig. 10c).

As a result, the wind fluctuations at the north and south

ends of the CCS are substantially out of phase (Fig. 10c,

upper and lower ends), consistent with the dipole mode

being the leading standard EOF in section 3.

The second HEOF captures ;25% of the total vari-

ance (Fig. 9). HEOF 2 is relatively unimportant in the

northern part of the CCS, explaining #30% of the

FIG. 5. As in Fig. 4, but for EOF 2.
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variance north of ;408N (Fig. 10d), but explains up to

half of the variance at some sites in the southern part of

the CCS (Fig. 10d). The fluctuations captured by HEOF

2 are in phase over the southern half of the CCS

(Fig. 10f). The phase shift in the central and northern

CCS (Fig. 10f, upper half) is not very meaningful since

HEOF 2 captures little wind velocity variance at those

sites (north of ;408N, Fig. 10d).

The consistency between the buoy and satellite results

is better for the spatial phase (Figs. 10c,f) than the am-

plitude (Figs. 10b,e) or variance captured (Figs. 10a,d).

The spatial phase patterns of HEOFs do tend to bemore

robust than the spatial amplitude patterns, due in part to

array size effects (Merrifield and Guza 1990), which are

further addressed below. In spite of differences in the

spatial amplitude patterns, however, both the satellite

and buoy data show that the dominant pattern of wind

variability in the CCS in summer involves nearly out-of-

phase fluctuations at the poleward and equatorward

ends of the CCS (Fig. 10c).

The spatial phase patterns (Figs. 10c,f) are also robust

to changes in the details of the HEOF calculation.

Changing the minimum data chunk length for the buoy

FIG. 6. Along-coast wind velocity variance explained at each

buoy by the sum of EOFs 1 and 2, which together explain 77% of

the total variance.

FIG. 7. Coherence of EOFs 1 and 2 of along-coast wind velocity

from the 11NDBCbuoys. (a)Magnitude squared coherence. Dashed

line indicates 95% significance level. (b) Coherence phase. The hor-

izontal axis begins at a period of 2 days due to the (48 h)21 low-pass

filter that was applied to remove the diurnal cycle (section 2).
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time series from 20 days to any value between 15 and

40 days, or varying which buoys are included along the

CCS (as long as the buoys span most of the CCS and are

roughly equally divided between the north and south),

or changing the latitude limits of the QuikSCAT data

range by a few degrees, changes the percent variance

captured at each site in HEOF 1 (Fig. 10a) by O(10%),

but the spatial phase patterns remain similar to Fig. 10c.

The changes in either the QuikSCAT or buoy HEOF

results from changing these details of the analysis are

about the same size as the difference between the

QuikSCAT and buoy HEOF results in Fig. 10.

The results are also not very sensitive to high- or low-

pass filtering the QuikSCAT time series before

calculating the HEOFs. With a high-pass filter, with

any cutoff frequency less than;(25 days)21, the results

are very similar to Fig. 10. With a low-pass filter, there

is no substantial departure from the spatial phase pat-

terns in Fig. 10 as long as the cutoff frequency is greater

than ;(12 days)21. (With a lower-frequency cutoff for

that filter, the result is that the phase shift between the

north and south ends of the CCS in Fig. 10c becomes

closer to 1808.) Therefore, the time scales that are dom-

inating the results in Fig. 10c are periods of;10–25 days.

With a 10–25-day bandpass filter applied before calcu-

lating theHEOFs, almost 70%of the variance is captured

by the first HEOF, as compared to the ;60% shown in

Fig. 9.

FIG. 8. (a)–(g) Hovmöller diagrams of along-coast wind velocity and its (H)EOFs during 21

Jun to 18 Sep 2009 (dates based on buoy data availability). In (d) and (e) only the real part of

HEOF 1 is shown (see end of section 2e). In (f) and (g), the observed time series at each site

has been scaled by its standard deviation to be consistent with the (H)EOFs. The color scale is

the same in all panels and has units of standard deviations (at each site). Magenta areas in

(f) and (g) indicate out-of-range positive values. Black dots on left axes indicate the positions

of the buoys or QuikSCAT grid points. Black triangles along the horizontal axes indicate the

times of onset of wind relaxation at Point Conception, CA, based on the Melton et al.

(2009) index.

OCTOBER 2017 FEW INGS 4237

Brought to you by University of Delaware Library | Unauthenticated | Downloaded 11/11/21 09:21 PM UTC



HEOF spatial amplitudes can be distorted by obser-

vational array size effects (Merrifield and Guza 1990),

but those effects should not be strong here. For HEOF

analysis to successfully detect propagating signals that

may be irregularly spaced in time, such as these wind

relaxations and intensifications, Merrifield and Guza

(1990) find the requirement

Dk# k , (18)

where Dk is the wavenumber bandwidth of the signal

of interest and k is the mean wavenumber in the

band. Making the approximation that the signal is non-

dispersive, so Dk5Dv/c, where c is the phase speed and

v is the angular frequency, this requires Dv#v. Using

v5 2p/T where T is the period, this requires

v
2
2v

1
#v , (19)
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Because the spatial phase pattern is robust to array size

effects (Merrifield and Guza 1990), we can use the in-

formation from the filtering sensitivity analyses in the

previous paragraph to determine that the period band of

the dominant signal is;10–25 days, so T1 5 25 days and

T2 5 10 days (T2 is the period corresponding to the

higher frequency). The Merrifield and Guza (1990) re-

quirement in Eq. (20) above is satisfied for this period

band. This requirement is related to the array size DX in

twoways (Merrifield andGuza 1990). The first is that the

longest effective observing array size is DXeff ’ 2p/Dk.
The array used here is the 1600-km buoy and

QuikSCAT observation line along the CCS (Fig. 1).

Therefore, again usingDk5Dv/c, the definition ofDXeff

implies that in the 10–25-day band the present HEOF

analysis will be effective for signals with phase speeds

*96kmday21. The second relation is the requirement

DXeff * 2p/k, which goes into the derivation of Eq. (18)

above. To satisfy this, the phase speed c of the CCS

signals must be&112 kmday21. These two requirements

are also roughly met, since for the central frequency in

this band, equivalent to a period of ;15 days, with a

wavelength equivalent to the 1600-km CCS the phase

speed is;110 kmday21. Therefore, the array size effects

that can distort HEOF spatial amplitude patterns for

signals with large bandwidth (Merrifield andGuza 1990)

should not be severe in this HEOF analysis. Regardless,

the focus here is less on the spatial amplitude pattern

than on the more robust spatial phase pattern.

Overall, the HEOF analysis indicates 1) substantial

coherence in wind velocity fluctuations across the entire

CCS (Fig. 10a), 2) a temporal lag between the wind

fluctuations in the north and south parts of the system,

separated at ;408N (Fig. 10c), and 3) nearly out-of-

phase wind fluctuations in the north and south ends of

the CCS (Fig. 10c, upper and lower ends).

5. Large-scale structure is muted in lagged
correlations between buoy pairs

a. Lagged correlation of wind at buoy pairs

Correlations of wind velocity at pairs of buoys are

qualitatively consistent with the leading EOF and

HEOF presented above, showing a split between the

north and south parts of the CCS. For example, the wind

velocity at buoy 46011 off central California is signifi-

cantly correlated with wind at all 10 other buoys, in-

dicating significant large-scale coherence across the

entire system (Fig. 11a, arrows). The sign of the corre-

lation is consistent with the EOF 1 and HEOF 1 modes:

negative for buoys poleward of Cape Mendocino and

positive for buoys equatorward of Cape Mendocino.

However, the variance explained is less than the vari-

ance captured by EOF 1 or HEOF 1 in the previous

sections. For buoys in the poleward part of the system,

FIG. 9. Eigenvalue spectra, indicating the percent of the total

along-coast wind velocity variance captured by Hilbert EOFs 1–5

using data from buoys and fromQuikSCAT. Vertical bars are 95%

confidence interval estimates following North et al. (1982) (see

section 2e); in some cases, the bars are smaller than the symbols. In

legend, ‘‘11 buoys’’ indicates the full set of buoys shown in Fig. 1,

and ‘‘6 buoys’’ indicates the subset of buoys used to extend the

HEOF results back to the period covered in Mass and Bond (1996)

(see section 2g). For clarity, the buoy results are slightly offset

horizontally.
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the pairwise correlation with buoy 46011 is jrj; 0.4 or

smaller. For buoys south of Cape Mendocino, jrj 5 0.4–

0.8 with time lags of 0–1 day.

Using a reference buoy in a different location off

central California, or off Washington, gives results

consistent with Fig. 11a. Correlations of winds off

central California are somewhat higher with reference

buoy 46028 instead of 46011 (Fig. 11b), as expected for

buoys closer together in space. Buoys 46029 at the

Washington/Oregon border (Fig. 11c) and 46041 off

northwestWashington (not shown) give equivalent results,

with the sign of the lag between the poleward and equa-

torward regions reversed compared to Figs. 11a and 11b as

expected (Fig. 11c). Depending on the reference buoy,

buoy 46022 near Cape Mendocino has a maximum

correlation at negative or positive lag, indicating wind

fluctuations near Cape Mendocino are related to fluc-

tuations in both the north and south regions. However,

the correlation is low between buoy 46022 and other

buoys, and the difference between the correlations of

46022 with northern versus southern buoys is not sta-

tistically significant. Overall, regardless of reference

buoy, there is a lag of 1–1.5 days between wind velocity

in the poleward and equatorward regions of the CCS,

and poleward propagation with a time scale of 0.5–1 day

within each region.

b. Impact of landfalling fronts on correlations versus
EOF analysis

Why do the correlations between buoy pairs not

capture as much variance as the (H)EOF analyses

(section 5a)? This may be because landfalling fronts

affect the two types of analysis differently. Lagged cor-

relation analysis involves the wind at buoy pairs only.

The landfalling fronts typically are not large enough to

span the entire coastline from Washington to central

California (Halliwell and Allen 1987). However, the

strong wind velocity variance characteristic of fronts

may cause the frontal events to dominate the lagged

correlation analysis between pairs of nearby buoys. In

contrast, EOF analysis emphasizes wind fluctuations

that are coherent across all the buoys. Therefore, fronts

should not dominate the EOF analysis when a whole-

coast pattern of variability exists. For this reason, EOFs

or HEOFs are a better tool than pairwise correlation for

revealing large-scale coherent patterns in the wind field.

Landfalling fronts are also a plausible explanation

for why the along-coast time lags in the correlations

FIG. 10. (a)–(f) Spatial patterns of HEOFs 1 and 2 of along-coast wind velocity from buoys and from QuikSCAT satellite vector wind

data.HEOFs 1 and 2 explain 55%–60%and 20%–25%of the total variance, respectively (Fig. 9). In (b) and (e) the normalized amplitudes

have units of the standard deviation of wind velocity at each site.
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between buoy pairs, at most 1.5 days, are different than

the time lags implied in the leading (H)EOF mode:

several days or more between the northern and southern

CCS for a ;1408 phase lag in a synoptic wind pattern

with a ;10-day or longer cycle such as discussed in

section 1. During frontal passage, the wind can be in

phase at neighboring buoys that during wind relaxations

have a phase lag (e.g., Mass and Bond 1996). Further,

when an eastward-propagating front crosses the coast-

line at an angle, the apparent along-coast phase propa-

gation can be poleward, zero, or even equatorward,

opposite to the phase propagation during wind reversals

(Halliwell and Allen 1987; Nuss et al. 2000) or re-

laxations (Fewings et al. 2016). Therefore, for time lag

between pairs of buoys, there are at least two classes of

events. Some events are the three-stage relaxation or

reversal events, with lags of several days. Fewer events

are the landfalling fronts, with short lags of 0–1 day or

negative lags. The lags identified by the correlation

analysis here will be similar to a weighted average of the

lags from these two classes of events. Although the

landfalling fronts are fewer in number, the wind velocity

variance during frontal events is strong. Fronts were

removed from previous studies of wind relaxation and

reversal off California (e.g., Mass and Bond 1996;

Fewings et al. 2016). Landfalling fronts likely have a

greater influence than the three-stage event sequences

on the pairwise correlation analysis, causing it to yield

shorter average lags of 0–1 day. The EOF and HEOF

analyses are likely less sensitive to fronts and reveal the

dominant large-scale structure, with most energy at time

scales of several days and longer.

6. Relating the large-scale wind structure to
previous studies

a. Interpreting the large-scale structure in the context
of the three-stage wind event cycle

The quasi-dipole structure in the summer wind vari-

ability over the CCS that is captured inHEOF 1 is related

to the three-stage event sequence that dominates summer

wind variability in the CCS described in section 1. This

can be seen by considering composite averages of the time

series of HEOF 1 near the north and south ends of the

CCS, composited over previously identified times of wind

relaxations or reversals identified as described in section 2j

(Figs. 12–14). Although the event indices used for com-

positing are indices of stage 3 of the event sequence, stages

1 and 2 are also visible in the results, as follows.

FIG. 11. Maximum lagged correlation between wind velocity time series at pairs of buoys. At each location, an arrow indicates the

correlation coefficient r of the along-coast wind velocity at that buoy with reference buoy (a) 46011, (b) 46028, or (c) 46029. Yellow star

indicates the reference buoy. Blue and red arrows indicate negative and positive r, respectively, with r 5 1 at the reference buoy. The

r value is shown to the left of each arrow. Colored circles indicate the lag that givesmaximum correlation; the lag value is shown to the right

of each circle. Positive lag indicates wind fluctuations at that buoy follow fluctuations at the reference buoy.
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Stage 1 of the wind event cycle consists of wind re-

laxation or reversal at the northern end of the CCS, and

is visible inHEOF 1. During the several days previous to

the onset of a southern wind relaxation or reversal

(vertical black lines in Figs. 12, 13), HEOF 1 is positive

in the northern CCS (Figs. 12a, 13a, left side), indicating

wind relaxation or reversal in the northern CCS. This is

consistent with the stage 1 wind relaxations or reversals

off Oregon that were previously linked to wind re-

laxations and reversals at Point Conception in the

southern CCS, but preceded the Point Conception re-

laxations by several days (Fewings et al. 2016).

Stage 2 of the wind event cycle is also captured in

HEOF 1. During the ;2 days before the known wind

relaxations and reversals at the south end of the CCS

(vertical black lines in Figs. 12–14), HEOF 1 tends to be

negative in the southern CCS (Figs. 12d, 13d and 14a,

left sides). Negative HEOF 1 represents intensified

upwelling-favorable wind. Therefore, these negative

fluctuations in the southern end of the CCS are consis-

tent with stage 2 of the previously described wind event

cycle (Melton et al. 2009; Fewings et al. 2016). Also

consistent with stage 2, during the time when the

southern CCS wind relaxation is beginning, in the

northern CCS HEOF 1 is negative (Figs. 12a and 13a,

day 0–1), indicating intensified upwelling-favorable

winds. This is consistent with the timing of stage 2 of

the wind event cycle in Halliwell and Allen (1987) and

Fewings et al. (2016).

Stage 3 of the event cycle consists of wind relaxa-

tion, or rarer reversal, in the southern part of the CCS

(Fewings et al. 2016). Positive fluctuations of HEOF 1,

which indicate poleward wind velocity fluctuations, tend

to begin at the relaxation times identified by Melton

FIG. 12. Composite averages of the leading HEOFs of wind velocity during 82 known wind relaxations near Point Conception, CA,

during June–September 2000–09. The time series of the HEOFs from QuikSCAT along-coast wind velocity are shown (real part only).

The top and bottom rows show time series off the Washington–Oregon border and central California (near buoys 46029 and 46028),

respectively, from 6 days before to 6 days after the onset of wind relaxation. The vertical black line in each panel indicates the onset of wind

relaxation at Point Conception (t5 0), identified following Melton et al. (2009) (see section 2j). Thin gray lines show HEOF time series

surrounding individual relaxation events. Thick and thin black lines show the mean over all events and a 95% confidence interval around

the mean. Positive indicates poleward wind velocity fluctuation (wind relaxation) and negative indicates equatorward wind velocity

fluctuation (intensified upwelling-favorable wind). The real part of (a),(d)HEOF 1; (b),(e)HEOF 2; and (c),(f) HEOF 11 2 is shown. The

amplitudes are normalized as discussed in section 2f and have units of the standard deviation of wind velocity at each site.
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et al. (2009) (Figs. 8d,e, black triangles; Figs. 12d, 13d,

time 0 and onward). Some of the positive fluctuations of

HEOF 2 likewise follow these wind relaxation events

(Figs. 12e, 13e), but most of the signal associated with

the wind relaxations at Point Conception is captured by

HEOF 1 (cf. Figs. 12d,e,f; most of the signal in Fig. 12f

comes from Fig. 12d). These wind relaxations at Point

Conception constitute stage 3 of the wind event cycle

and are captured in HEOF 1 as positive fluctuations in

the southern end of the CCS. Further supporting this

relation of HEOF 1 to the known wind event cycle,

positive fluctuations of HEOF 1 are associated with the

start of the wind reversals off central California identi-

fied by Mass and Bond (1996) and Bond et al. (1996)

(Fig. 14a, day 0–1). These events constitute a stronger

subset of the events associated with stage 3 of the wind

event cycle, a subset in which small-scale coastal pro-

cesses involving the marine boundary layer strengthen a

wind relaxation or reversal that is initiated by the

synoptic-scale forcing (Mass and Bond 1996).

Together, the composite averages of HEOF 1 over the

wind relaxations identified in Melton et al. (2009)

(Figs. 12a,d) indicate that positive fluctuations in the

poleward and equatorward ends of the wind quasi dipole

(HEOF 1) can be interpreted as stage 1, the wind

relaxation/reversal off Oregon, and stage 3, the wind

relaxation off central California that follows. The stage 3

wind anomalies are known to propagate poleward over

the south part of the system (e.g., Nuss et al. 2000;

Fewings et al. 2016), consistent with the increasing phase

lag with increasing latitude off central California in

Fig. 10c. Negative fluctuations of HEOF 1 in either end

of the system represent stage 2, the intervening wind

intensification, which also propagates poleward (e.g.,

Figs. 4 and 6 of Fewings et al. 2016).

The spatial phase from the Hilbert EOF analysis

indicates poleward propagation of wind fluctuations

(Fig. 10c). This poleward sense of propagation is consis-

tent with the Hovmöller diagrams of observed wind ve-

locity (Figs. 8f,g) and with previous studies, as discussed

FIG. 13. As in Fig. 12, but for HEOFs from the 11 buoys composited over 17 knownwind relaxations near Point Conception, CA, during

June–September 2003, 2004, 2009, 2011, and 2016 identified following Melton et al. (2009). The top and bottom rows show time series off

the Washington–Oregon border and central California from buoys 46029 and 46028, respectively.
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above. However, the three-stage event sequence could

suggest equatorward propagation: relaxation off Oregon,

followed a few days later by relaxation off California; and

HEOF 1 is also consistent with that three-stage sequence

(Figs. 12, 13, as described above). This seems puzzling,

but a plausible explanation is that the positive phase lag of

the northern part of the CCS relative to the southern part

in Fig. 10c represents the beginning of another event cy-

cle. Because the event cycle repeats throughout the

summer, theOregon relaxation, which is stage 1 of a given

wind event cycle, must follow stage 3 of the previous cy-

cle. This is supported by Fig. 6 of Fewings et al. (2016), in

which a second wind relaxation off Oregon is visible

5 days after the onset of the central California relaxation,

presumably indicating the beginning of the next three-

stage event cycle. Apparently, the three-stage event

sequence described above that repeats as stages 1–2–3–1–

2–3–1–2–3. . . is captured by HEOF 1 as stages 2–3–1–2–

3–1–2–3–1. . . . Because the sequence repeats, there is no

preferredbeginning stage for the sequence.Viewed in this

way, the three-stage event sequence is consistent with the

poleward propagation identified in the HEOF analysis.

The spatial phase lag of HEOF 1 across the CCS and

the time lag between the northern and southern wind

relaxations in the composite averages (Figs. 12a, 13a)

also support the idea that HEOF 1 is mainly capturing

the three-stage wind relaxation and intensification cycle.

The phase lag of ;1408 of the wind fluctuations off

central California relative to wind fluctuations off the

Pacific Northwest in HEOF 1 (Fig. 10c) apparently

corresponds to an average time lag of;4 days (Figs. 12a,d),

suggesting the propagating signals are dominated

by periods of ;10 days [5(4 days)3 3608/1408]. This

period is consistent with the ;10–12-day event cycle

shown in Fewings et al. (2016).

b. Reconciling the large-scale structure with the
shorter spatial decorrelation scale for wind

How can the quasi-dipole pattern captured by the buoy

EOFs and the HEOFs, which spans the entire;1600-km

CCS, be reconciled with the 400–800-km along-coast de-

correlation scale for wind velocity (Halliwell and Allen

1987)? Presumably, landfalling fronts would affect that

correlation analysis similarly to the correlation analysis

here (section 5b). Additionally, Cape Mendocino is the

node of the dominant dipole EOF wind pattern (Fig. 4a),

sowe should not expect a good correlation betweenwinds

there and in other parts of the system, even though winds

north and south of Cape Mendocino are correlated with

each other (section 5a). Indeed, the correlation analysis in

Halliwell andAllen (1987, their Fig. 6), which is similar to

Fig. 2 in this paper, is consistent with a quasi-dipole

structure centered at CapeMendocino: the correlation of

wind velocity at pairs of buoys drops to zero near Cape

Mendocino and becomes negative for buoy pairs sepa-

rated by Cape Mendocino. The existence of the node in

the dominant wind pattern (Fig. 4a) reduces the apparent

along-coast correlation scale between buoy pairs. Equiv-

alently, the existence of a phase difference betweenwinds

at buoys separated by Cape Mendocino near 408N
(Fig. 10c) leads to a low correlation at zero lag.

c. Reconciling the large-scale structure with previous
EOF analyses

Earlier EOF analyses of synoptic wind variability in

the CCS in summer (section 1) did not show a dipole

FIG. 14. As in Fig. 13, but for buoy HEOFs from a reduced set of buoys (46041, 46029, 46027, 46022, 46013, and 46028) composited over

12 known wind reversals identified in Table 1 of Bond et al. (1996) and Table 2 of Mass and Bond (1996) at buoy 46013 off California

during June–September 1984, 1985, 1987, and 1989. The small jumps in the black curves are because the HEOF time series are not

available for the entire 12-day window surrounding each of the 12 events.
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mode as the dominant wind velocity pattern, unlike

the buoy EOF analysis presented here (Fig. 4). Those

studies instead found a dipole as the second EOF.

There are multiple explanations for this. First, several

of the previous studies had a smaller latitudinal ex-

tent. One focused on the northern part of the CCS,

;41.58–478N (Samelson et al. 2002). Another exam-

ined 408–488N (Perlin et al. 2004). In those cases, the

leading EOF was not a dipole mode likely because

the study domains were within the northern half of the

dipole presented in Fig. 4. Therefore, the results were

dominated by the northern half of the dipole in Fig. 4a,

making the leading EOF unidirectional. Reducing the

buoys or QuikSCAT data in the present study to a

subset covering only the northern half of the domain,

or not including buoys 46011 and 46028, gives a similar

result (not shown).

Second, the distribution of study sites within the

domain can affect the results. Another previous study

included the southern and central parts of the domain

considered here (358–41.58N; Kelly 1985) but had

many more sampling locations near 388–398N than to

the north or south, which is likely to weight the re-

sulting EOF toward the wind patterns in the center of

the CCS. These effects of study domain extent and

sampling distribution are consistent with the sugges-

tion in Perlin et al. (2004) that the differences in that

study versus Kelly (1985) were because the two studies

emphasized sites north and south of Cape Mendocino,

respectively. Therefore, one reason the dipole mode

was not previously recognized as the dominant EOF

mode of wind variability in summer in the CCS is that

prior analyses focused on regions smaller than the

spatial extent of the dipole mode (Fig. 4a), causing one

part of the dipole mode to emerge as the leading

standard EOF.

Third, the dominant structure in the wind fluctuations

changes seasonally. The character of the midlevel forc-

ing and resulting wind variability over the CCS

has a strong seasonal dependence (e.g., Hickey 1979;

Halliwell and Allen 1987). The present study focuses on

summer, as did Kelly (1985), Samelson et al. (2002), and

Perlin et al. (2004), though Kelly (1985) also included

April and May, which may contribute to the differences

between that study and the present study. In contrast,

Castelao and Wang (2014) included all months of the

year, but also found the dipole mode as the second EOF.

Here, if the EOF analysis is repeated using all times of

year, the dipole is also no longer the first mode (not

shown), presumably because larger-scale winter storms

and fronts dominate the annual wind variability and

individual storms affect larger regions of the coastline in

winter than in summer.

Fourth, the satellite and buoy wind data do not al-

ways give the same result regarding whether the di-

pole is the leading EOF, and the solution is to

recognize that the first two standard EOFs are related.

Two of the previous studies of summer winds also used

QuikSCAT data (Samelson et al. 2002; Perlin et al.

2004), and one used buoy data (Kelly 1985). In the

present analysis, the satellite data yield a dipole as the

leading EOF mode when QuikSCAT data from only

the locations nearest the buoys are used (not shown).

But when the data along the entire QuikSCAT line in

Fig. 1 are included, the dipole is no longer the first

EOF mode or is very asymmetric, with the node near

one end of the CCS (not shown). Therefore, details

of the choice of sampling sites even within the

QuikSCAT line apparently can cause variance to

move between standard EOFs 1 and 2. This lack of ro-

bustness in the EOF results is not meaningful, however,

because 1) for both the buoys and QuikSCAT, EOFs 1

and 2 are partially correlated at nonzero time lag, due

to the propagation of the wind fluctuations (section 3c),

and 2) buoy EOFs 1 and 2 have degenerate eigenvalues

(section 3b). The apparently discrepant standard EOF

analysis results from buoys and QuikSCAT are unified

by the Hilbert EOF analysis, which isolates in a single

HEOF mode the propagating variance that was split

between two EOF modes and gives consistent results

for the buoys and QuikSCAT (e.g., Figs. 9, 10c). A

sensitivity analysis with various site groupings indicates

the HEOF results are similar for buoy and QuikSCAT

winds in all cases where the sites span the coastline

from Washington through central California and are

roughly evenly distributed across the system (Fig. 10

and other cases not shown for simplicity). The time

series of the HEOFs from the various cases are also

very similar (not shown). Because the standard EOFs 1

and 2 are partially coherent (section 3b), the CCS wind

field is better represented with HEOFs than standard

EOFs.

Overall, when the analysis spans the entire CCS and

uses Hilbert EOFs, much of the summer wind vari-

ability in the CCS along the coast is captured in a

single mode with substantial phase difference between

the north and south parts of the system. In contrast,

with standard EOF analysis this variability is split

between two modes that are related (section 3b).

Therefore, Hilbert EOFs are better for characterizing

the wind field since it has propagating variability.

Although previous results using regular EOFs sug-

gested the leading mode of wind variability was uni-

directional, the HEOF analysis shows an essential

out-of-phase character in the fluctuations in the

northern and southern ends of the CCS.
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7. Implications of the large-scale structure in wind
forcing over the CCS

By including sites that span the entire CCS coastline,

and using an analysis technique that allows for propa-

gation in the wind velocity fluctuations, this analysis

revealed that ;60% of the synoptic wind variability in

summer over the CCS is in a coherent pattern that spans

the entire;1600-km coastline and is nearly out of phase in

the north and south ends of the system (sections 3 and 4).

What are the implications for our understanding of wind

forcing over the California Current System during the

summer upwelling and relaxation season?

First, we should use caution when interpreting the

mean wind pattern. The time-mean wind field in the

CCS is a single area of intensified upwelling-favorable

wind stress extending fromWashington State past Point

Conception, California [Nelson (1977); e.g., see Fig. 4 of

Fewings et al. (2016)]. However, the analyses presented

here suggest the time mean is not a good representation

of the wind forcing. The wind tends not to be intense

simultaneously over the entire system. If that were so,

the first EOF mode would have a uniform spatial pat-

tern, and the first HEOF would have a constant spatial

phase over the entire CCS, very different from the di-

pole and quasi-dipole modes described in sections 3a

and 4. The fact that the poleward and equatorward parts

of the CCS are not in phase in the leading HEOF mode

(Fig. 10c) indicates that winds in the poleward and

equatorward parts of the CCS tend not to be intensified,

or relaxed, simultaneously. Rather, the wind fluctua-

tions in the poleward and equatorward areas are closer

to alternating in time (Fig. 12a versus Fig. 12d).

Second, there are implications for the cross-shelf

ocean circulation, the resulting coastal upwelling, and

its forcing of the CCS ecosystem. The nearly out-of-

phase wind forcing in the north and south ends of the

CCS (Figs. 10c, 12) may lead to an out-of-phase struc-

ture in coastal upwelling of cold water (Kelly 1985) and

nutrients (e.g., Hales et al. 2005a); uptake of carbon

dioxide from the atmosphere (Hales et al. 2005b); off-

shore export of nutrients and phytoplankton in the

surface boundary layer (Evans et al. 2015); and near-

bottom cross-shelf transport of particulate organic

matter (Karp-Boss et al. 2004; Hales et al. 2006) and

low-pH, low-oxygen water that can lead to hypoxia on

the continental shelf (Grantham et al. 2004; Chan et al.

2008; Connolly et al. 2010; Siedlecki et al. 2015).

Third, there are implications for regional ocean sur-

face mixing and air–sea heat fluxes. These wind fluctu-

ations generate substantial sea surface temperature

(SST) and air–sea heat flux anomalies extending ;2000km

offshore (Flynn et al. 2017). The temperature anomalies

are warm off the northern CCS but cold off the southern

CCS. This asymmetry is due partly to the decrease in

SST off central California caused by wind-driven mix-

ing during the wind intensification (stage 2) that pre-

cedes southern CCS relaxations (stage 3). This cold

preconditioning of SST prevents a warm SST anomaly

during stage 3. The fact that the wind quasi-dipole leads

to asymmetric SST anomalies in the northern and

southern CCS suggests the wind quasi-dipole structure

could be a factor in the greater cloudiness off the

southern CCS (Flynn et al. 2017).

Fourth, the along-shelf ocean circulation will be af-

fected both near the coast and over the open continental

shelf and slope. Wind reversals and relaxations affect the

nearshore coastal ocean by allowing poleward oceanic

flow (e.g., Send et al. 1987; Melton et al. 2009; Washburn

et al. 2011). Therefore, thewind forcing structure suggests

there will be a pattern of alternating warm oceanic re-

laxation flows in the poleward and equatorward parts of

the CCS. The along-coast wind stress is among the

dominant driving forces for along-shelf flow, both over

the inner shelf (e.g., Fewings et al. 2015) and the mid to

outer shelf and slope (e.g., Winant et al. 1987), including

generating coastal-trapped waves [reviewed by Brink

(1991)]. The along-coast alternation in the winds has a

time scale of ;10–25 days (section 4). The speed of

oceanic coastal-trapped waves in the CCS is ;2.5ms21

(e.g., Battisti and Hickey 1984). This is the same magni-

tude as the phase speed of these synoptic wind forcing

patterns moving along the coastline: ;1600km in ;10–

25 days is ;1–2ms21, suggesting the possibility of an

oceanic coastal trapped wave being continuously forced

by the large-scale wind anomalies as it propagates up the

coast. Convergence in the along-shelf flow at capes due to

the out-of-phase structure in wind forcing may affect the

timing of the generation of mesoscale filaments and

eddies (e.g., Kelly 1985; Perlin et al. 2004), which are

important for exporting carbon and nutrients from the

upwelling system (Renault et al. 2016).

It is unclear whether a similar quasi-dipole structure in

wind variability will be present over other eastern

boundary upwelling systems. In the CCS, the synoptic

wind variability is strongly affected by the midlevel at-

mospheric forcing (Halliwell and Allen 1987), the low-

pressure area over the nearby desert (Nuss 2007), and the

coastline shape (Rogerson 1999; Edwards et al. 2002). In

other eastern boundary upwelling systems, the relative

importance of these three factors may be different. For

example, in the Chile–Peru upwelling system, midlevel

ridging also causes offshore advection of a desert heat low-

pressure center and subsequent coastal wind relaxations

(Garreaud et al. 2002), but there may not be a spatial

pattern of out-of-phase wind relaxations at the other end

OCTOBER 2017 FEW INGS 4245

Brought to you by University of Delaware Library | Unauthenticated | Downloaded 11/11/21 09:21 PM UTC



of the systembecause the coastline does not bend the same

direction as at CapeMendocino in theCCS.UsingHEOFs

to characterize the propagating wind variability and mid-

level forcing in other eastern boundary systems could be a

fruitful way to disentangle the effects of midlevel atmo-

spheric forcing, advection of desert heat low pressure, and

coastline shape on the coastal wind variability.
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