The Tropical Ocean-Global Atmosphere observing system: A decade of progress
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Abstract. A major accomplishment of the recently completed Tropical Ocean-Global Atmosphere (TOGA) Program was the development of an ocean observing system to support seasonal-to-interannual climate studies. This paper reviews the scientific motivations for the development of that observing system, the technological advances that made it possible, and the scientific advances that resulted from the availability of a significantly expanded observational database. A primary phenomenological focus of TOGA was interannual variability of the coupled ocean-atmospheric system associated with El Niño and the Southern Oscillation (ENSO). Prior to the start of TOGA, our understanding of the physical processes responsible for the ENSO cycle was limited, our ability to monitor variability in the tropical oceans was primitive, and the capability to predict ENSO was nonexistent. TOGA therefore initiated and/or supported efforts to provide real-time measurements of the following key oceanographic variables: surface winds, sea surface temperature, subsurface temperature, sea level and ocean velocity. Specific in situ observational programs developed to provide these data sets included the Tropical Atmosphere-Ocean (TAO) array of moored buoys in the Pacific, a surface drifting buoy program, an island and coastal tide gauge network, and a volunteer observing ship network of expendable bathythermograph measurements. Complementing these in situ efforts were satellite missions which provided near-global coverage of surface winds, sea surface temperature, and sea level. These new TOGA data sets led to fundamental progress in our understanding of the physical processes responsible for ENSO and to the development of coupled ocean-atmosphere models for ENSO prediction.

1. Introduction

El Niño (EN) is characterized by a large-scale weakening of the trade winds and warming of the surface layers in the eastern and central equatorial Pacific Ocean.

And thorough this distemperature we see the seasons alter...
Shakespeare’s “A Midsummer Night’s Dream”
Act 2, Scene 1

El Niño events occur irregularly at intervals of roughly 2–7 years, although the average is about once every 3–4 years [Quinn et al., 1987]. They typically last 12–18 months, and are accompanied by swings in the Southern Oscillation (SO), an interannual seesaw in tropical sea level pressure between the eastern and western hemispheres [Walker, 1924]. During El Niño, unusually high atmospheric sea level pressures develop in the western...
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tropical Pacific and Indian Ocean regions, and unusually low sea level pressures develop in the southeastern tropical Pacific. Bjerknes [1966, 1969] was the first to link swings in the Southern Oscillation to El Niño events, proposing that the two phenomena were generated by coupled ocean-atmosphere interactions. SO tendencies for unusually low pressures west of the date line and high pressures east of the date line have also been linked to periods of anomalously cold equatorial Pacific sea surface temperatures (SSTs) sometimes referred to as La Niña [Philander, 1990]. The full range of SO variability, including both anomalously warm and cold equatorial SSTs, is often referred to as ENSO.

ENSO is associated with shifts in the location and intensity of deep convection and rainfall in the tropical Pacific. During El Niño events, drought conditions prevail in northern Australia, Indonesia, and the Philippines, and excessive rains occur in the island states of the central tropical Pacific and along the west coast of South America. Shifts in the pattern of deep convection in the tropical Pacific also affect the general circulation of the atmosphere and extend the impacts of ENSO to other tropical ocean basins and to midlatitudes [Rasmusson and Wallace, 1983; Ropelewski and Halpert, 1986, 1987; Halpert and Ropelewski, 1992; Trenberth et al., this issue]. During El Niño most of Canada and the northwestern United States tend to experience mild winters, and the states bordering the Gulf of Mexico tend to be cooler and wetter than normal. California has experienced a disproportionate share of episodes of heavy rainfall during El Niño winters such as 1982-1983, 1991-1992, and 1994-1995. Atlantic hurricanes tend to be less frequent during warm events and more frequent during cold events [Gray et al., 1993]. El Niño events also disrupt the marine ecology of the tropical Pacific and the Pacific coast regions of the Americas, affecting the mortality and distribution of commercially valuable fish stocks and other marine organisms [Barber and Chavez, 1983; Desioir and Donguy, 1987; Pearce and Schoener, 1987; Lehodey et al., 1997]. Thus, though originating in the tropical Pacific, ENSO has socioeconomic consequences that are felt worldwide.

The widespread and systematic influence of ENSO on the ocean-atmosphere system, and the potential that it might be predictable season to years in advance, led to initiation of the international Tropical Ocean-Global Atmosphere (TOGA) Program, a 10 year study (1985–1994) of seasonal-to-interannual (also referred to as short-term) climate variability. The goals of the TOGA program were [World Climate Research Program, 1985, p. vii]

[1] to gain a description of the tropical oceans and the global atmosphere as a time dependent system, in order to determine the extent to which this system is predictable on time scales of months to years, and to understand the mechanisms and processes underlying that predictability;

[2] to study the feasibility of modeling the coupled ocean-atmosphere system for the pur-
oceanic processes giving rise to SST variability in the tropical Pacific was a more challenging problem than at midlatitudes, where SST variations on seasonal and interannual timescales are generated primarily by local air-sea heat exchange [Gill and Niler, 1973].

Much of the progress in oceanographic studies related to El Niño in the 1970s and early 1980s was stimulated by fieldwork and modeling efforts as part of the Equatorial Pacific Ocean Climate Studies (EPOCS) program [Hayes et al., 1986], the North Pacific Experiment (NORPAX) [Wyrk et al., 1981], and the Pacific Equatorial Ocean Dynamics (PEQUOD) experiment [Eriksen, 1987]. These programs provided new data for basic description of phenomenology, for developing and testing dynamical hypotheses, and for model development and validation [Halpern, 1996]. Impressive though the scientific advances were during this period, they were still inadequate in many respects. To quote from the document U.S. Participation in the TOGA Program [National Research Council, 1986, p. 6–7]:

[1.] The subsurface signature of El Niño events and the time-dependent fluxes of momentum and energy at the air-sea interface are dominant only qualitatively, and existing observations are inadequate to define them with the accuracy needed for initializing and verifying models.

[2.] Major uncertainties still exist concerning the tropical and southern hemisphere atmospheric circulations and their interannual variability.

[3.] The processes that determine the sea surface temperature distribution and the surface wind field over the tropical are not yet well understood.

[4.] The fundamental behavior and predictability of the coupled climate system are just beginning to be understood.

TOGA, initiated by the World Climate Research Program [1985], provided a framework for coordinated, sustained international efforts aimed at addressing these shortcomings. Implementation of TOGA was to be carried out with major new initiatives in modeling, process-oriented field studies, and long-term observations. Efforts in these areas were to be highly interactive and mutually reinforcing. Models and the results of process studies would be used to help guide the development of long-term observational systems. Long-term observations in turn would provide a large-scale, long-term framework in which to interpret the results of shorter-duration, geographically focused, intensive process studies. Long-term observations would also be used to validate models, to aid in the development of parameterization schemes for subgrid scale model physics, and to initialize dynamical model-based climate forecasting schemes.

The need for an improved observing system was underscored during the planning stages of TOGA in the early 1980s, when the scientific community was caught completely off guard by the 1982–1983 El Niño, the strongest in over a hundred years (see Appendix A for details). This El Niño was neither predicted nor even detected until several months after it had started. The lesson from this experience was obvious: an in situ observing system capable of delivering data in real time was urgently needed for improved monitoring, understanding, and prediction of El Niño and related phenomena. To meet these requirements, the TOGA Implementation Plan called for the development of a “thin monitoring” array of in situ measurements based on the enhancement of existing capabilities [International TOGA Project Office, 1992]. This observing system was to provide data on a basin scale for at least 10 years without significant temporal gaps, so that a continuous record of climate variability could be assembled. Ten years was considered the minimum length of time needed for a comprehensive study of interannual variability, the dominant mode of which was ENSO cycle.

The purpose of this paper is to describe the development of the TOGA observing system, to highlight scientific advances that have resulted from implementation of this system, and to summarize how data from this system have contributed to progress in developing models for improved climate analysis and prediction. We will emphasize oceanic, rather than atmospheric, components of the observing system, reflecting relative levels of effort expended on implementation during the TOGA decade. However, we will discuss TOGA efforts to augment the World Weather Watch for atmospheric measurements and to establish a specialized network of island based wind profilers.

We will also emphasize in situ rather than satellite data. Satellite missions were generally initiated for purposes other than, or only partially motivated by, short-term climate research (e.g., operational weather prediction, national defense, general oceanographic and/or meteorological applications). Also, delays in satellite missions and/or temporal discontinuities in satellite data coverage heightened reliance on in situ measurements during the TOGA decade. For example, launch of the National Aeronautics and Space Administration’s scatterometer (NSCAT) for surface wind velocity estimates, originally scheduled for 1989, was repeatedly delayed until August 1996, almost 2 years after the end of TOGA. The satellite carrying NSCAT then failed prematurely, in June 1997, after being operational for only 8 months. Similarly, there was a 2-year hiatus in satellite sea level altimetry measurements between the end of the U.S. Navy’s Geodetic Satellite (Geosat) mission in 1989 and the launch of European Space Agency’s European Remote Sensing Satellite (ERS-1) in 1991. Nonetheless, we will discuss these satellite missions that contributed directly to TOGA objectives, particularly with regard to oceanic variability. Satellite measurements targeted more toward documenting and understanding atmospheric variability during TOGA, namely those for precipitation, water vapor, clouds, radiation, and evaporation [Lau and Basalacchi, 1993], are discussed in work by Wallace et al. [this issue].

Originally, it was anticipated that TOGA would de-
develop a balanced research agenda with significant levels of effort directed at variations in all three tropical oceans [World Climate Research Program, 1985]. Important dynamical linkages between ENSO and climate variability in the other tropical ocean basins were evident [e.g., Barnett, 1983; Horel et al., 1986]. In addition, phenomena significantly impacting regional climate, such as the Indian monsoon [Webster et al., this issue], the Indian Ocean dipole [Nicholls, 1989], El Niño-like warm episodes in the equatorial Atlantic [Philander, 1986], and the so-called "Atlantic SST dipole" [Moura and Shukla, 1981], were not well understood in terms of underlying physical processes or potential predictability. However, the strength of the ENSO signal and its global impacts, coupled with limited financial resources, tended to concentrate most efforts in the Pacific. This review therefore focuses primarily on the Pacific. Recognizing that some elements of the observing system (satellite and in situ) are more global in character, this broader geographic coverage will be noted as appropriate.

Before concluding this introduction, we note that there is a range of interpretations in the literature on use of the terms El Niño, La Niña, and ENSO [Scientific Committee on Ocean Research (SCOR), 1983; Deser and Wallace, 1987; Enfield, 1989; Aceituno, 1992; Glantz, 1994; Trenberth, 1997]. Originally, the term El Niño (in reference to the Christ child) denoted a warm southward flowing ocean current that occurred every year around Christmas time off the west coast of Peru and Ecuador. The term was later restricted to unusually strong warmings that disrupted local fish and bird populations every few years. However, as a result of the frequent association of South American coastal temperature anomalies with interannual basin-scale equatorial warm events, El Niño has also become synonymous with larger-scale, climatically significant, warm events. There is not, however, unanimity in the use of the term El Niño. In this paper, therefore, we will adopt a standard of referring interchangeably to El Niño, ENSO warm event, or the warm phase of ENSO as those times of warm eastern and central equatorial Pacific SST anomalies. Conversely, the terms La Niña, ENSO cold event, or cold phase of ENSO will be used interchangeably to describe those times of cold eastern and central equatorial Pacific SST anomalies. As noted earlier, the terms ENSO and ENSO cycle will be used to describe the full range of variability observed in the Southern Oscillation Index, including both warm and cold events.

The rest of the paper is organized as follows. We begin in section 2 with a brief overview of El Niño as the primary phenomenological target of the TOGA observing system and then describe the observing system design in terms of primary variables measured and platforms used for implementation. Scientific progress through descriptive and diagnostic studies is reviewed in section 3. Section 4 describes how the TOGA observ-
circulation) is closed by ascent of warm moist air over the warm pool (associated with deep convection and precipitation), westerly winds aloft, and subsidence in the high-pressure zone of the eastern Pacific. In the ocean, westward flow in the surface SEC is in part compensated by a return flow to the east in the thermocline, i.e., the Equatorial Undercurrent (EUC). This current flows down the zonal pressure gradient associated with the east-west tilt of the thermocline and provides a source of water for upwelling in the east [Bryden and Brady, 1989].

During El Niño (Figure 1, bottom), the trade winds...
Weaken in the central and western Pacific, leading to a local eastward acceleration of the surface currents. In addition, weakening of the trade winds excites downwelling equatorial Kelvin waves, which propagate into the eastern equatorial Pacific, where they depress the thermocline, and upwelling equatorial Rossby waves, which propagate into the western Pacific, where they elevate the thermocline [Wyrtki, 1975; McCreary, 1976; Hurlbut et al., 1976]. Anomalously warm sea surface temperatures appear from the coast of South America to west of the international date line, and the pattern of deep convection and precipitation shifts eastward with the warmest SSTs [Gill and Rasmusson, 1983]. Deep convection is the principal driving force for atmospheric circulation through the release of latent heat at midtropospheric levels, and these shifts in the centers of deep convection during El Niño affect the atmospheric circulation on a global basis [Horel and Wallace, 1981].

2.2. Key Variables and Sampling Requirements

The physical basis for ENSO and related phenomena provided a rationale for the development of an observing system to measure key oceanographic and meteorological variables. Prioritization of these variables was based on the need not only to better document and understand but also to predict short-term climate variability. Foremost were fields of surface wind stress and sea surface temperature since, as evident from discussion in the preceding section, it is these two variables by which the ocean and atmosphere most immediately interact in the tropics.

Of next highest priority was the upper ocean thermal field. The basic periodicity of ENSO is controlled in part by the vast thermal inertia of the upper ocean through the propagation of planetary-scale equatorial waves. These waves mediate coupling to the atmosphere on interannual timescales by redistributing upper ocean heat not only zonally along the equator, as evident in Figure 1, but also meridionally [Wyrtki, 1985a]. Thus the “memory” for the ENSO cycle is to be found in the ocean rather than in the atmosphere, where (excluding the mean seasonal cycle, which is externally forced by variations in insolation) intrinsic timescales are much shorter and are primarily associated with 3-5-day weather variability. Also, the slow evolution of upper ocean heat content on seasonal-to-interannual timescales suggested a logic for initializing ocean models used in climate prediction with subsurface temperature data.

Sea level variability was likewise deemed to be a crucial variable because it is a proxy for upper ocean heat content. The tropical oceans behave in many ways as a two-layer fluid, with thermocline variations reflected in sea level heights [Robert et al., 1985]. For example, during ENSO, sea level is elevated when the thermocline deepens in the eastern Pacific, and it is depressed when the thermocline shoals in the western Pacific. Sea level thus provides a convenient measure of the vertically integrated oceanic response to atmospheric forcing.

Measurement of ocean currents was deemed to be essential for meeting the goals of TOGA because of the strong control ocean dynamics plays in creating ENSO SST anomalies. In most parts of the world ocean, seasonal-to-interannual changes in SST are controlled simply by variations in heat flux across the air-sea interface. In the equatorial Pacific, on the other hand, changes in three-dimensional ocean circulation play a crucial role in generating ENSO SST anomalies through horizontal advection and through changes in intensity of upwelling in the cold tongue region. To a certain extent, the need for information on the horizontal flow field could be met via estimates from the thermal field via geostrophy. However, it was also considered essential to directly measure horizontal currents along the equator, where pure geostrophy breaks down, and in the surface mixed layer, where frictional Ekman flows were expected to be large and likewise inaccessible via the geostrophic approximation.

Surface winds, SST, upper ocean thermal structure, sea level, and ocean currents, though of central importance in motivating the development of an observing system for TOGA, were of course not the only variables considered to be of value for studies of ENSO and related phenomena. It was appreciated that a quantitative understanding of SST variability required improved estimates of surface heat fluxes, that salinity variability needed to be better documented in the tropical oceans for a variety of reasons (e.g., its contribution to static stability and dynamic height, and its potential role in the surface heat balance in regions of heavy rainfall), and that studies of atmospheric circulation would benefit from an improved definition of precipitation (an integral measure of latent heat release) over the ocean. TOGA-sponsored research activities thus addressed measurement issues aimed at variables other than winds, SST, upper ocean thermal structure, sea level, and currents. However, these five key variables were viewed as sine qua non both for improved understanding of short-term climate variability (section 3) and for the development of climate forecast models with significant predictive skill (section 4).

It was also recognized at the start of TOGA that, although ENSO is predominantly a large-scale, interannual perturbation of the climate system, it could not be effectively observed without taking into account smaller-scale, higher-frequency fluctuations. There is a broad spectrum of variability in both the ocean and the atmosphere that represents a potential source of geophysical noise in estimates of climate signals. Noise contamination can arise because of inadequate sampling in space and/or time, which will alias energy from high-frequency, small-scale fluctuations into the lower frequencies and larger scales of climatic interest. The existence of this broad spectrum of variability imposes stringent sampling requirements for climate observations. As an example, Halpern [1988a] and Mangum et al. [1992] determined that about one sample per day would be required at a given location in the equatorial
Table 1. TOGA Data Requirements

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Horizontal (Vertical) Resolution</th>
<th>Time Resolution, days</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upper air winds</td>
<td>500 km (two levels: 900 and 200 mbar)</td>
<td>1</td>
<td>3 m s(^{-1})</td>
</tr>
<tr>
<td>Tropical wind profiles</td>
<td>2500 km (100 mbar)</td>
<td>1</td>
<td>3 m s(^{-1})</td>
</tr>
<tr>
<td>Surface pressure</td>
<td>1200 km</td>
<td>1</td>
<td>1 mb</td>
</tr>
<tr>
<td>Total-column precipitable water</td>
<td>500 km</td>
<td>1</td>
<td>0.5 g/cm(^2)</td>
</tr>
<tr>
<td>Area-averaged total precipitation</td>
<td>2(^\circ) latitude (\times 10^5) longitude</td>
<td>5</td>
<td>1 cm</td>
</tr>
<tr>
<td>Global sea surface temperature</td>
<td>2(^\circ) latitude (\times 2) longitude</td>
<td>30</td>
<td>0.3(^\circ)K</td>
</tr>
<tr>
<td>Tropical sea surface temperature</td>
<td>1(^\circ) latitude (\times 1^2) longitude</td>
<td>15</td>
<td>0.3(^\circ)-0.5(^\circ)K</td>
</tr>
<tr>
<td>Tropical surface wind(^a)</td>
<td>2(^\circ) latitude (\times 10^3) longitude</td>
<td>30</td>
<td>0.5 m s(^{-1})</td>
</tr>
<tr>
<td>Tropical surface wind stress(^a)</td>
<td>2(^\circ) latitude (\times 10^5) longitude</td>
<td>30</td>
<td>0.01 Pa</td>
</tr>
<tr>
<td>Surface net radiation</td>
<td>2(^\circ) latitude (\times 10^6) longitude</td>
<td>30</td>
<td>10 W m(^{-2})</td>
</tr>
<tr>
<td>Surface humidity</td>
<td>2(^\circ) latitude (\times 10^6) longitude</td>
<td>30</td>
<td>0.5 g kg(^{-1})</td>
</tr>
<tr>
<td>Surface air temperature</td>
<td>2(^\circ) latitude (\times 10^6) longitude</td>
<td>30</td>
<td>0.5 K</td>
</tr>
<tr>
<td>Tropical sea level</td>
<td>as permitted(^b)</td>
<td>as permitted(^c)</td>
<td>as permitted(^c)</td>
</tr>
<tr>
<td>Tropical ocean subsurface temperature</td>
<td>as permitted(^c)</td>
<td>as permitted(^c)</td>
<td>as permitted(^c)</td>
</tr>
<tr>
<td>and salinity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tropical ocean surface salinity</td>
<td>2(^\circ) latitude (\times 10^3) longitude</td>
<td>30</td>
<td>0.03 PSU</td>
</tr>
<tr>
<td>Tropical ocean-surface circulation</td>
<td>2(^\circ) latitude (\times 10^5) longitude</td>
<td>30</td>
<td>0.1 m s(^{-1})</td>
</tr>
<tr>
<td>Subsurface equatorial current</td>
<td>30(^\circ) longitude (five levels)</td>
<td>as recorded</td>
<td>0.1 m s(^{-1})</td>
</tr>
</tbody>
</table>

\(^a\)While the accuracy requirements given are for 30-day averages, daily values are required for resolution of 30- to 60-day oscillations.

\(^b\)As permitted by the existence of suitable sites and satellite altimetry.

\(^c\)As permitted by appropriate in situ measurements techniques.

Pacific to estimate monthly mean winds with an accuracy of 0.5 1.0 m s\(^{-1}\). Much of the equatorial Pacific was significantly undersampled relative to this criterion by volunteer observing ships (VOS), the main source of information on surface winds prior to and during the early stages of TOGA. Furthermore, some high-frequency variations were likely to be dynamically relevant in the evolution of El Niño. Potential scale interactions result from nonlinearities in the ocean-atmosphere system through processes such as atmospheric convection, ocean mixing, heat and momentum advection, etc. Considerable debate, for example, revolved around the role of episodic 1-10 day westerly wind bursts and the 30-60-day intraseasonal Madden and Julian Oscillation [Madden and Julian, 1971, 1972] in either triggering or sustaining El Niño events or in accounting for the irregular periodicity of El Niño [e.g., Keen, 1982; Luther et al., 1983; Harrison and Schopf, 1984; Lau and Chan, 1986].

Resolution and accuracy requirements established by TOGA for the measurements discussed in this study are presented in Table 1, as excerpted from the fourth edition of the “TOGA International Implementation Plan” [International TOGA Project Office, 1992]. These requirements evolved during the program as understanding of the climate system and technical capabilities improved. Table 1 represents the final assessment of the TOGA community, taking into account developments up to 1992. No specific requirements were set for subsurface temperature. For this variable it was felt that available observational techniques would fall short of expectations, especially in terms of resolution, except in certain well-sampled regions. Note that as a practical matter, surface wind velocity rather than wind stress is measured over the oceans, with stress estimated from wind velocity using bulk turbulent transfer formulae. As specified in Table 1, an accuracy of 0.01 Pa (1 Pa = 1 N m\(^{-2}\)) for surface stress translates roughly into an accuracy requirement of 0.5 m s\(^{-1}\) for surface winds in regions of trade wind forcing.

The requirements in Table 1 were generally cast in terms of mapping and/or documenting variability, rather than in terms of requirements for initialization of climate forecast models. These latter requirements are still a matter of ongoing research. Nonetheless, by the standards of Table 1, it could be claimed that by the end of TOGA the observing system met many of the data requirements in the equatorial Pacific Ocean between 8\(^\circ\)N and 8\(^\circ\)S. This is partly because that was where most in situ resources were concentrated and partly because TOGA data requirements in some instances (e.g., subsurface temperature and sea level) were based on what was considered technically feasible. Outside the latitude band 8\(^\circ\)N–8\(^\circ\)S in the tropical Pacific, and in the tropical Atlantic and Indian oceans, the observing system fell short of specific requirements in Table 1.

In the following subsection we provide a brief summary of the observing system, element by element. Additional technical details such as instrumental design and instrumental accuracies are elaborated on in Appendices B, C, and D.
2.3. TOGA Observing System Components

2.3.1. In situ oceanographic measurements. In situ elements of the oceanographic observing system developed and implemented in support of TOGA objectives are illustrated in Figures 2 and 3 and summarized in Tables 2 and 3. These elements include an island and coastal tide gauge network to provide sea level measurements; drifting buoy arrays to provide mixed layer velocity and SST measurements; the TOGA Tropical Atmosphere-Ocean (TAO) array of moored buoys to provide surface wind, SST, upper ocean temperature, and current measurements; and a volunteer observing ship (VOS) expendable bathythermograph (XBT) program for upper ocean temperature profiles. The XBT program was embedded in the ongoing program of VOS surface marine meteorological measurements, which provided wind, SST, and other surface data. TOGA also inherited a decade-long VOS sea surface salinity network in 1985. In addition, repeat hy-
drographic sections from regularly scheduled research cruises, most notably along 110°W [McPhaden and Hayes, 1990b; Hayes et al., 1991c], 165°E [Delcroix et al., 1992], and 137°E [Shuto, 1996], provided valuable information on upper ocean water mass structures in the Pacific during TOGA.

A key feature of the array elements shown in Figures 2 and 3 was that by the end of TOGA most of the data were transmitted to shore via satellite relay in real time. In addition, each array element had unique measurement capabilities that were advantageous for TOGA purposes, because each has certain disadvantages in terms of cost and/or sampling characteristics that limit its applicability for short-term climate studies. These array components were therefore viewed as complementary to one another, providing a synergistic framework in which to document and analyze climate fluctuations in the tropical oceans.

Design of the observing system was guided by general circulation model simulations of wind-forced oceanic variability and by empirical studies of space-time correlation scales. Model design studies indicated, for example, that basin-scale wind measurements were required within at least ~7° of the equator to simulate accurately the seasonal-interannual evolution of SST variability in the cold tongue region of the equatorial Pacific, and that the ocean responds most sensitively to zonal wind rather than meridional wind forcing on these timescales [Harrison, 1989]. Empirical studies indicated that zonal wind field variations are minimally coherent over 2°–3° latitude and 10°–15° longitude [Harrison and Luther, 1990], and that approximately one sample per day would be required to meet TOGA accuracy requirements [Halpern, 1988a; Mangum et al., 1992].

The space scales and timescales of upper ocean thermal structure are depth dependent and nonstationary in time. However, the most stringent thermal field sampling requirements (for thermocline temperature during non-ENSO periods) are comparable to those for zonal winds [e.g., Meyers et al., 1991; Hayes and McPhaden, 1992; Kessler et al., 1996]. Scales of variability and sampling requirements for velocity were described in work by Hansen and Hennon [1989], World Climate Research Program [1990b], and McPhaden et al. [1991].

Design of the observing system was constrained by logistical considerations, such as the availability of islands suitable for tide gauge installation and the availability of commercial shipping routes. It was also constrained by the practicalities of cost, since financial resources were limited. Implementation was based on existing technologies, although measurement capabilities and cost efficiencies were greatly enhanced by two significant technological breakthroughs. One was the development of a low-cost Autonomous Temperature Linc Acquisition System (ATLAS) wind and thermistor chain mooring capable of telemetering its data in real time [Hayes et al., 1991a]. The second was the development of a low-cost, long-lived drifting buoy with accurate water-following characteristics [Niler et al., 1995].

The in situ observing system was much better developed in the Pacific than in the Atlantic and Indian Oceans, as evident in Figure 3 and Table 3. In the Atlantic and Indian Oceans, fewer VOS XBT tracks and tide gauge stations were instrumented, and no long-term moorings were deployed for TOGA purposes. Drifter deployments were occasionally made in the tropical Atlantic and Indian Oceans during TOGA [e.g., Integrated Global Ocean Services System (IGOSS), 1992], but there was no program of sustained drifter deployments undertaken in either basin specifically by TOGA investigators until near the end of the program.

2.3.1.1. The TAO array: The full TAO array of ~10 moorings is situated between 8°N and 8°S, 95°W and 137°E and spans over one third the circumference of the globe at the equator (Figure 2). The backbone of the array is the low-cost ATLAS wind and thermistor chain mooring [Hayes et al., 1991a]. Five long-term current meter mooring sites are also maintained along

**Figure 2.** The in situ Tropical Pacific Ocean Observing System developed under the auspices of the TOGA program. (top) The observing system in January 1985 at the start of TOGA; (middle) the observing system in July 1990 at the time of the TOGA midlife conference in Honolulu [World Climate Research Program, 1990b]; (bottom) the observing system in December 1994 at the end of TOGA. The four major elements of this observing system are (1) a volunteer observing ship expendable bathythermograph program (shown by schematic ship tracks), (2) an island and coastal tide gauge network (circles); (3) a drifting buoy program (shown schematically by curved arrows); and (4) a moored buoy program consisting of wind and thermistor chain moorings (shown by diamonds) and current meter moorings (shown by squares). Thin ship tracks indicate expendable bathythermograph sampling with 11 or more transects per year; thin ship tracks indicate sampling with 6–10 transects per year. Although emphasis is on 30°N–30°S, terminus of VOS XBT lines originating outside these limits are nonetheless shown. One drifting buoy schematic represents 10 actual drifters. Only those tide gauge stations are shown that reported their data to the TOGA Sea Level Center in Honolulu within 2 years of collection. Some tide gauge stations are so close as to be overplotted on one another. By December 1994 most measurements made as part of this four-element observing system were being reported in real time, with data relay via either geostationary or polar orbiting satellites.
the equator [World Climate Research Program, 1990a]. The array was built up primarily during the second half of TOGA (Figure 2 and Table 3) and was completed only at the very end of TOGA in December 1994 [McPhaden, 1995]. A major advantage of the TAO array was its finely resolved (daily or higher temporal resolution) time series data of key variables, particularly winds, which significantly reduced the amount of aliased high-frequency energy in the climate signals of interest. Data were transmitted in real time to shore via Service Argos then retransmitted on the Global Telecommunications System (GTS). Financial support was derived mainly from the United States, France, Japan, Taiwan, and Korea.

2.3.1.2. The Surface Velocity Program: A TOGA/World Ocean Circulation Experiment (WOCE) Surface Velocity Program (SVP) was organized at the beginning of TOGA to seek broad international support for drifter acquisitions and deployments. At the time, there were several competing designs of unknown water-following characteristics. Several years of engineering and design work led to the Global Lagrangian Drifter with a mean lifetime (defined in terms of drogue retention) of roughly 300–400 days. Position information, SST, and other drifter data were telemetered to shore in real time via Service Argos then retransmitted on the GTS. In TOGA, drifters were deployed from research vessels, VOS, and airplanes. The objective was to maintain drifter arrays with enough samples in 2° latitude × 8° longitude areas to define the mean 15-m circulation, the seasonal cycle [Reverdin et al., 1994], and ENSO-related anomalies [Frankignoul et al., 1996]. SST data from the drifters have also proven to be critical for operational SST analyses (see Appendix C). By the end of TOGA, over 700 drifters were operational in the global oceans, over one third of which were deployed in the tropical Pacific. The SVP emerged from TOGA as the Global Drifter Program, maintained with resources from 16 countries.

2.3.1.3. The Tide Gauge Network: TOGA in-
<table>
<thead>
<tr>
<th>Observing System Element</th>
<th>Primary Variables</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>TOGA-TAO</td>
<td>wind velocity</td>
<td>real-time data delivery</td>
<td>must be deployed from a research vessel</td>
</tr>
<tr>
<td></td>
<td>sea surface temperature</td>
<td>hourly/daily resolution Eulerian time series</td>
<td>subject to vandalism by fishermen</td>
</tr>
<tr>
<td></td>
<td>subsurface temperature</td>
<td>moderate horizontal/vertical resolution of seasonal and longer timescale</td>
<td>relatively high cost per platform</td>
</tr>
<tr>
<td></td>
<td>(10 depths to 500 m)</td>
<td>variations</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ocean currents along</td>
<td>mooring locations can be optimally fixed according to scientific design</td>
<td></td>
</tr>
<tr>
<td></td>
<td>equator (profiles to 250 m)</td>
<td>criteria</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>permits estimate of dynamic height</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(baroclinic component of sea level)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>permits estimates of geostrophic currents and transports</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>provides direct measurements or estimates of all critical TOGA variables</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>platforms for additional oceanographic and meteorological instrumentation</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(e.g., salinity, solar irradiance, rain rate)</td>
<td></td>
</tr>
<tr>
<td>Surface drifting buoys</td>
<td>sea surface temperature</td>
<td>real-time data delivery</td>
<td>movements are unpredictable</td>
</tr>
<tr>
<td></td>
<td>mixed layer velocity</td>
<td>three-day resolution Lagrangian time series</td>
<td>sampling potentially biased to convergence zones</td>
</tr>
<tr>
<td></td>
<td></td>
<td>measures a wide spectrum of timescales/space scales</td>
<td>sparse sampling in equatorial cold tongue (meridional divergence zone)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>can be deployed from VOS and airplanes</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>relatively low cost per platform</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>platforms for additional oceanographic and meteorological instrumentation</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(e.g., barometric pressure, salinity)</td>
<td></td>
</tr>
<tr>
<td>VOS/XDT</td>
<td>temperature to depths of 450–700 m</td>
<td>real-time data delivery</td>
<td>relatively coarse temporal resolution</td>
</tr>
<tr>
<td></td>
<td></td>
<td>deployed from VOS</td>
<td>relatively coarse zonal resolution</td>
</tr>
<tr>
<td></td>
<td></td>
<td>high vertical resolution (3 m)</td>
<td>ship tracks determined by</td>
</tr>
<tr>
<td></td>
<td></td>
<td>high along-track resolution (1°–2°)</td>
<td>commercial shipping interests</td>
</tr>
<tr>
<td></td>
<td></td>
<td>XBT probes inexpensive and of simple design</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>permits estimate of dynamic height</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(baroclinic component of sea level)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>permits estimates of geostrophic currents and transports</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>VOS also measure surface meteorology</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>salinity measurements possible from XCTDs and</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>from VOS surface thermosalinographs</td>
<td></td>
</tr>
</tbody>
</table>
Table 3. Growth of Various In Situ Observing Arrays

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><strong>Pacific Ocean</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Drifters</td>
<td>8</td>
<td>164</td>
<td>263</td>
</tr>
<tr>
<td>Tide gauges</td>
<td>42</td>
<td>80</td>
<td>103</td>
</tr>
<tr>
<td>VOS XBT Lines</td>
<td>10</td>
<td>18</td>
<td>18</td>
</tr>
<tr>
<td>Moorings</td>
<td>7</td>
<td>21</td>
<td>69</td>
</tr>
<tr>
<td></td>
<td><strong>Atlantic Ocean</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Drifters</td>
<td>—</td>
<td>1</td>
<td>40</td>
</tr>
<tr>
<td>Tide gauges</td>
<td>7</td>
<td>12</td>
<td>21</td>
</tr>
<tr>
<td>VOS XBT Lines</td>
<td>3</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>Moorings</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td><strong>Indian Ocean</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Drifters</td>
<td>—</td>
<td>—</td>
<td>6</td>
</tr>
<tr>
<td>Tide gauges</td>
<td>9</td>
<td>32</td>
<td>40</td>
</tr>
<tr>
<td>VOS XBT Lines</td>
<td>2</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>Moorings</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

Only those VOS XBT lines shown in Figure 3 are listed.

Heritage a substantial Pacific tide gauge network that was largely installed during NORPAX. Though design of the tide gauge network was constrained by the availability of islands where gauges could be placed (Figures 2 and 3), efforts in the Pacific during TOGA were focused on expanding and refining this network, under the direction of the University of Hawaii Sea Level Center. By the end of TOGA the number of stations in the Pacific had more than doubled (Table 3). Relative growth was equally impressive in the Atlantic and Indian Oceans, although the number of sites instrumented in those oceans was fewer than in the Pacific. Many sites were linked to the Hawaii Center via data channels on geostationary satellites. In addition, many of the TOGA tide gauges contributed to the Integrated Global Ocean Services System (IGOSS) Sea Level Project in the Pacific, for which data were made available via GTS with a delay of 1 month.

2.3.1.4. The VOS Program: There are currently around 7000 VOS worldwide, operated by about 50 countries. They collect observations on sea surface pressure, wind velocity, sea state, humidity, and SST as part of the World Weather Watch (WWW). On a few routes, surface salinity is also sampled. Each month, typically 100,000 or more surface observations are collected and transmitted in real time to national meteorological centers via satellite communication systems or via coastal radio stations, then entered onto the GTS for general use. Prior to the establishment of TAO and other dedicated TOGA observing systems, data from VOS marine reports and from island weather stations constituted the bulk of the available information on seasonal and interannual variability in tropical surface marine meteorological fields. Important data sets and
Table 4. Key Satellite Contributions to the TOGA Ocean Observing System

<table>
<thead>
<tr>
<th>Variable</th>
<th>Satellites</th>
<th>Dates Available</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sea surface temperature</td>
<td>AVHRR on NOAA 5 through NOAA 12</td>
<td>Nov. 1981 to present</td>
</tr>
<tr>
<td>Sea surface height</td>
<td>Geosat</td>
<td>Nov. 1985 to Aug. 1989</td>
</tr>
<tr>
<td></td>
<td>ERS-1/2</td>
<td>July 1991 to present</td>
</tr>
<tr>
<td>Surface wind speed</td>
<td>TOPEX/POSEIDON</td>
<td>Aug. 1992 to present</td>
</tr>
<tr>
<td>Surface wind velocity</td>
<td>SSM/1 on DMSP-F3 through DMSP-F11</td>
<td>July 1987 to present</td>
</tr>
<tr>
<td></td>
<td>ERS-1/2</td>
<td>July 1991 to present</td>
</tr>
</tbody>
</table>

products such as the Florida State University (FSU) wind analysis [Stichler et al., 1992] and Comprehensive Ocean-Atmosphere Data Set (COADS) [Woodruff et al., 1987] derive largely from VOS surface marine observations.

A subset of VOS ships also collect XBT data, and ~150,000 temperature profiles to a depth of 400 m or more were added to the climatological database during TOGA in the tropical Pacific. Design of the VOS XBT array for TOGA was based on a strategy of low-density sampling to provide broad scale, widely dispersed coverage in areas of routine merchant shipping on a monthly-to-quarterly cycle for description of large-scale thermal field signals. Recommended low-density XBT sampling was prescribed as one XBT drop per 1.5° latitude by 7.5° longitude per month. TOGA also recognized a need to observe seasonal and interannual variations of major geostrophic currents in the tropical oceans. A strategy of frequently repeated sampling with higher along-track resolution was devised for a few transectatorial VOS lines to meet this need [Meyers et al., 1991]. On some routes, expendable conductivity-temperature-depth (XCTD) data were also collected [Roemmich et al., 1994]. By the end of TOGA most VOS XBT data were telemetered to shore in real time via Service Argos or via geostationary satellites, then retransmitted on the GTS.

2.3.2. Satellite measurements. Complementing in situ oceanographic observations were satellite missions to measure SST, sea level, and winds (Table 4). Sea level measurements were provided from altimeters flown on the Geosat mission, the ERS-1 mission, and the joint National Aeronautics and Space Administration (NASA)/Centrè National d’Etudes Spatiales (CNES) TOPEX/POSEIDON mission. SST measurements were derived principally from multichannel advanced very high resolution radiometers (AVHRR) carried aboard the National Oceanic and Atmospheric Administration (NOAA) series of polar orbiting weather satellites. Wind speeds were measured by the special sensor microwave imager (SSM/I) deployed on the Defense Meteorological Satellite Program (DMSP) sponsored by the U.S. Department of Defense. Remotely sensed wind velocities were first available during TOGA beginning in 1991 from a scatterometer aboard the ERS-1 satellite. Note that Table 4 does not list all the wind speed and SST data available during TOGA from satellite platforms. For example, SST information was available from the along-track scanning radiometer on ERS-1, and wind speed was available from altimeter missions. The emphasis in Table 4 is on those satellite data sets which for technical reasons were most widely applied in TOGA studies.

Satellite measurements have the advantage of being global, or nearly so, in coverage and quasi synoptic in time, and they often have better spatial and/or temporal resolution than in situ data. The increased use of satellite data did not diminish the need for in situ oceanographic measurements, however. In situ techniques are required for measurements of variability below the surface of the ocean. Also, satellite systems rely on complicated algorithms to convert measurements of electromagnetic radiation into geophysically meaningful variables. To be useful, satellite data must be calibrated and validated against in situ observations in order to detect and remove potential biases induced by orbital errors, instrumental errors, and/or atmospheric effects (e.g., water vapor, clouds, and aerosols).

Considerable effort was devoted to calibration and validation during TOGA for satellite-derived estimates of SST [e.g., Lo, 1988; Allen et al., 1995], SSM/I surface wind speed [e.g., Bates, 1991; Halpern et al., 1993; Boutin and Etcheto, 1996], surface wind velocity from the ERS-1 scatterometer [Bentamy et al., 1996; Rufenach, 1995], sea level from Geosat and TOPEX/POSEIDON [Cheney et al., 1989, 1994; Busalacchi et al., 1994; Delcroix et al., 1991, 1994; Katz et al., 1995a; Picaut et al., 1995], and surface zonal geostrophic currents derived from satellite altimetry [Picaut et al., 1990; Menkes et al., 1995]. The accuracies achieved depended on the particular satellite sensor and the level of data processing (Appendix C). Also, blended satellite/in situ products were developed during TOGA to take advantage of the strengths of both types of data. These products include the SSM/I-based wind analysis merged with in situ data and European Center for Medium-Range Weather Forecasts (ECMWF) model output [Atlas et al., 1991, 1996] and the National Centers for Environmental Prediction (NCEP) blended satellite/in situ SST analysis, an example of which is
Figure 4. (top) SST weekly mean and (bottom) anomaly for December 25–31, 1994. The contour interval is $1^\circ$C, except there are two extra contours at $\pm0.5^\circ$C in Figure 4 (bottom). Negative contours are dashed. Heavy contour lines are used every $5^\circ$C in Figure 4 (top) and every $2^\circ$C in Figure 4 (bottom). In Figure 4 (top) the heavy shading at values $<-1.75^\circ$C approximates the sea ice coverage. The anomalies are computed as departures from the monthly climatology of Reynolds and Smith [1995], which was interpolated to the weekly time period.

shown in Figure 4 for the last week of TOGA [Reynolds and Smith, 1994, 1995] (see also Appendix C, section C1).

2.3.3. In situ meteorological measurements. Most long atmospheric time series available for climate research derive from the operational activities of the WWW. At the start of TOGA, there were about 400 upper air reporting stations between $30^\circ$N and $30^\circ$S as part of the WWW, of which TOGA identified 150 as a minimal network for documenting planetary-scale variations in atmospheric circulation. Thus the basic elements of an upper air observing system existed at
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![Map of the tropical Pacific Ocean basin showing the locations of wind profilers and conventional upper air sounding systems used for enhanced atmospheric observations during TOGA. Shown are VHF and UHF profiler sites at Biak (Indonesia) and Christmas Island (Kiribati); stand-alone VHF sites at Pohnpei (Federated States of Micronesia) and Piura (Peru); stand-alone UHF profiler sites at Tarawa (Kiribati) and San Cristóbal (Galápagos Islands); and integrated sounding systems (ISS) at Manus Island (Papua New Guinea), Kapingamarangi (Kiribati), and the island Republic of Nauru. The ISS system consists of a UHF profiler integrated with a balloon sounding system and surface meteorological instruments; the ISS sites at Manus Island, Nauru, and Kapingamarangi were established as part of TOGA COARE. Weather Watch sites using conventional sounding systems were maintained at Tarawa, Kanton (Kiribati), San Cristóbal, and Penrhyn. Not shown is the World Weather Watch (WWW) upper air sounding station established by TOGA at Gan (0.8°16.1'S, 73°16.1'E) in the Maldive Islands.

Figure 5.]

the outset of TOGA. Even so, this WWW network of stations was not adequate for TOGA purposes. As a consequence, initial planning for TOGA by the various scientific bodies noted the strong desirability of expanding the network of WWW rawinsonde sites in the tropics, especially in the Pacific and Indian Ocean sectors. Sites eventually instrumented under TOGA auspices included Tarawa, Kanton, Penrhyn, and San Cristóbal (in the Galápagos Islands) in the Pacific (Figure 5) and the island of Gan in the Indian Ocean. Unfortunately, the WWW network in the tropics in general underwent significant declines in data collection and exchange through the GTS during the TOGA decade for a variety of technological, political, and economic reasons [National Research Council, 1994a].

TOGA also supported the establishment of wind profilers at several sites throughout the Pacific Basin (Figure 5), beginning with the 50 MHz very high frequency (VHF) wind profiler that commenced operation at Christmas Island in April 1986 [Cage et al., 1990, 1991a]. This Transpacific Profiler Network provides measurements of tropospheric winds between altitudes of 1.8 and 18 km height. Four times per day, hourly averaged VHF profiler data are telemetered via geostationary satellite and incorporated into the GTS for worldwide distribution. In addition, 915-MHz ultrahigh frequency (UHF) wind profilers were installed at Biak, Indonesia; Tarawa, Kiribati; and San Cristóbal, in the Galápagos Islands of Ecuador to provide more information on boundary layer wind variability.

3. Scientific Progress: Improved Description and Understanding

3.1. Long-Term Mean and Mean Seasonal Cycle

The long-term mean and mean seasonal cycle are crucial for understanding interannual variations in the coupled system. Background stratification, for example,
The mean TAO data shows a 2°S to 2°N average over the equatorial Pacific Ocean. The graph illustrates the zonal wind stress and dynamic height variations with longitude. The zonal wind stress is depicted with a dashed line, while the dynamic height is shown with a solid line. The data range from 140°E to 100°W, with values ranging from 0.00 to 0.06 N m⁻² for zonal wind stress and 85 to 135 dyn cm⁻² for dynamic height.

Figure 6. Zonal section of mean temperature averaged between 2°N and 2°S on the basis of available TAO time series data in 1980–1996. Also shown is the corresponding mean zonal wind stress (computed using a constant drag coefficient of 1.2 × 10⁻³) and dynamic height 0–500 dbar (computed using mean temperature/salinity relationships based on work by Levitus and Boyer [1994] and Levitus et al. [1994a]). Crosses indicate depths and longitudes where temperature data were available. An average at a particular location was computed only if a minimum of 2 years of data was available.

Affects the length scales, timescales, and phase speeds of planetary equatorial waves thought to be important in the ENSO cycle. Likewise, zonal asymmetries in the background state of the equatorial ocean due to mean trade wind forcing, e.g., the mean zonal slope of the equatorial thermocline and zonal SST gradient associated with it (shown schematically in Figure 1), establish conditions necessary for the growth of ENSO-related SST anomalies [e.g., Battisti and Hirst, 1989]. El Niño anomalies also tend to be phase locked to the seasonal
cycle, with warmest El Niño SST anomalies often occurring in boreal winter in the equatorial cold tongue, when SST is seasonally at its coldest [Rasmussen and Carpenter, 1982]. Empirical and modeling studies have indicated that persistence and predictability of ENSO anomalies is seasonally modulated, being highest in boreal summer and winter and falling off through the boreal spring [Latif and Graham, 1992; Webster and Yang, 1992; Latif et al., 1994; Babanaseda et al., 1995]. Some theories also suggest that the mean seasonal cycle determines the basic periodicity and irregularity of the ENSO cycle via chaotic nonlinear self-interaction [e.g., Jin et al., 1994; Triperman et al., 1994; Chang et al., 1995]. However, few, if any, coupled ocean general circulation models (GCMs) are capable of simulating both the mean seasonal cycle and interannual ENSO-like variability with equal degrees of veracity [Mechoso et al., 1995]. Finally, seasonal variations for some variables (e.g., SST in the eastern Pacific) are as large as, or larger than, ENSO-related interannual anomalies. Therefore, at minimum, one requires a clear definition of the climatological mean seasonal cycle for model validation and in order to accurately define interannual climate anomalies. Climatologies existed prior to TOGA, but in some cases, especially for subsurface oceanographic variables, they were of poor quality because of the sparsity of data on which they were based.

3.1.1. Long-term mean. Key features important in characterizing the coupled ocean-atmosphere system in the equatorial Pacific include the western Pacific warm pool with SSTs > 28°C and the equatorial cold tongue of the eastern and central equatorial Pacific (Figure 4). These structures, evident in all long-term mean SST climatologies, are modulated in intensity and areal coverage on seasonal, interannual, and decadal timescales. Understanding how these features relate to surface winds and subsurface ocean hydrodynamics is critical to understanding climate variability related to ENSO.

An example of the improved definition from the TOGA observing system of mean upper ocean temperature, surface dynamic height, and wind stress along the equator is shown in Figure 6. The mean temperature section, on the basis of all available TAO data between 2°N and 2°S, is similar to that presented by Kessler et al. [1996]. It shows the increase in SST from east to west, the warm pool of 28°C water in the upper 100 m of the western Pacific, the downward sloping

Figure 7. Mean temperature for the period 1985–1994 on four well-sampled XBT lines. Typically, 120 or more realizations of the quasi-synoptic temperature field were obtained during the decade for each section. The standard deviation of seasonal-to-interannual temperature variability during 1985–1994 from the Australian ocean thermal analysis system [Smith, 1995b] is indicated by shading. Westernmost section is at the top, easternmost at the bottom.
thermocline in the upper 300 m, and the existence of a weakly stratified "thermostad" of 13°C water in the eastern Pacific [Stroup, 1969]. Situated in the middle of the highly stratified upper thermocline is the 20°C isotherm, for this reason this isotherm is often used as an index for the depth of the thermocline in the tropical Pacific. The mean surface dynamic height associated with the temperature field rises by 40 dynamic centimeters (dyn. cm) between 95°W and 170°E, after which it decreases slightly to the west. Zonal variations in dynamic height and thermocline depth along the equator are a response to steady easterly trade wind forcing in the eastern and central Pacific [McPhaden and Taft, 1988]; reversal of these gradients in the western Pacific is associated with local westerly winds [see also Wyrtki, 1984; Mangum et al., 1980; McPhaden et al., 1990a]. The zonal section in Figure 6 has many features in common with sections compiled from different individual cruises prior to TOGA [e.g., Philander, 1973; Halpern, 1980] but is more representative of long-term mean conditions.

The mean thermal structure of the Pacific along quasi-meridionally oriented VOS XBT lines (Figure 7) also shows the downward slope of the thermocline toward the west in response to mean trade wind forcing. In addition, the meridional structure of ridges and troughs in the thermocline, which are related to major zonal currents [e.g. Donguy and Meyers, 1996a], is also clearly delineated. Evidence of trade-wind-driven equatorial upwelling (local minima in temperatures near the equator in the surface layer) is apparent in the central and eastern Pacific sections.

Methods to estimate the volume transport of the major equatorial currents from monthly, synoptic VOS XBT sections, as in Figure 7, were developed by Kessler and Taft [1987], Taft and Kessler [1991], Picaut and Tournier [1991], and Donguy and Meyers [1996a]. A comparison of transports from VOS XDT data to research vessel data (Table 5) shows that all of the geostrophic current transports can be reasonably well monitored by the VOS program. Differences between means based on research vessel and VOS data are of the order of only 7–20% (Tables 5a and 5b). The temporal variation inferred from research cruise data is highly correlated to the VOS estimates [Picaut and Tournier, 1991]. Although somewhat different methods were used to calculate XBT transports by Kessler and Taft [1987] and Picaut and Tournier [1991], the mean and standard deviation of transports over a 7-year period are only slightly different (Table 5c).

Drifter data allow for a definition of the surface circulation (combined Ekman and geostrophic components) across the entire basin, rather than just along prevailing shipping routes. The average velocity at 15-m depth from the drifter data for 1988–1994 (Figure 8) shows the persistent and well-documented surface current systems of the tropical Pacific: the North Equatorial Current (NEC), South Equatorial Current (SEC), North Equatorial Countercurrent (NECC), and a vestigial South Equatorial Countercurrent (SECC) (in the region 6°–10°S, 160°–176°W). The standard error of the velocity shows that the general circulation of the tropical Pacific is well defined everywhere, even to the extent that divergence and relative vorticity fields can be computed from this data with a high degree of confidence.

Significant departures from the patterns that have been reported by ship drift charts, or from interpretation of the gradients of dynamic height as an index of the surface current, emerge from the drifter data. For example, dynamic height maps show that there should be a geostrophic flow toward the equator nearly everywhere, while drifter data indicate that there is a flow toward the pole nearly everywhere. Thus the meridional Ekman flows are strong enough not only to cancel the near-surface geostrophic currents but also to transport surface layer water in the opposite direction. Surface layer Ekman divergence near the equator in particular is important in determining the equatorial up-

### Table 5a. Mean Current Transports During the Hawaii-Tahiti Shuttle From March 1979 to June 1980

<table>
<thead>
<tr>
<th></th>
<th>EUC</th>
<th>SFC</th>
<th>NFC</th>
<th>NECC</th>
</tr>
</thead>
<tbody>
<tr>
<td>XBT, 3°N–3°S, geostrophy</td>
<td>29.0 (13.5)</td>
<td>18.8 (10.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shuttle, 3°N–3°S, measured</td>
<td>37.8 (11.4)</td>
<td>16.8 (7.9)</td>
<td>48.0 (11.2)</td>
<td>17.3 (1.3)</td>
</tr>
<tr>
<td>XBT, full width, geostrophy</td>
<td></td>
<td></td>
<td>51.5 (11.9)</td>
<td>22.1 (3.1)</td>
</tr>
<tr>
<td>Shuttle, full width, observed and geostrophy</td>
<td></td>
<td></td>
<td></td>
<td>19.2 (6.6)</td>
</tr>
</tbody>
</table>

All data were collected between 150°–158°W. Standard deviations are in parentheses. Units are 10⁶ m³ s⁻¹. From Picaut and Tournier [1991].

### Table 5b. Mean Current Transports During the Line Islands Profiling Project (LIPP) From March 1982 to June 1983

<table>
<thead>
<tr>
<th></th>
<th>EUC</th>
<th>SEC</th>
</tr>
</thead>
<tbody>
<tr>
<td>XBT, 3°N–3°S, geostrophy</td>
<td>21.5 (12.6)</td>
<td>14.9 (9.6)</td>
</tr>
<tr>
<td>LIPP, 3°N–3°S, measured</td>
<td>27.0 (18.1)</td>
<td>11.7 (9.0)</td>
</tr>
<tr>
<td>LIPP, 3°N–3°S, geostrophy</td>
<td>15.6 (12.4)</td>
<td>11.8 (14.3)</td>
</tr>
</tbody>
</table>

All data were collected along 159°W. Standard deviations are in parentheses. Units are 10⁶ m³ s⁻¹. From Picaut and Tournier [1991].
The seasonal cycle of SST in the equatorial Pacific has been well documented from COADS and other VOS-based analyses [e.g., Reynolds and Smith, 1995]. Warmest SSTs in the cold tongue occur in boreal spring, and coolest SSTs occur in boreal autumn. The amplitude of these annual period variations diminishes from east to west as the thermocline deepens (Figure 9); similarly, the timing of maximum temperatures occurs later in the boreal spring progressing from west to east [e.g., Horel, 1981; Enfield, 1986; Chao and Philander, 1991]. The westward progression of the annual cycle of SST along the equator in the Pacific is related to the westward progression in the zonal winds [Chang, 1994; Xie, 1994]. Annual variations in SST in turn set up atmospheric boundary layer pressure gradients which drive annual period zonal wind variations [Nigam and Chao, 1996].

Although solar forcing near the equator is predominantly at semiannual periods, SST in the equatorial cold tongue of the eastern and central Pacific is dominated by annual period variations because of the importance of ocean dynamics and the influence of land masses bordering the Pacific [Li and Philander, 1996]. Recent diagnostic studies and model results illustrate the complex mix of ocean processes in accounting for the amplitude and phase of seasonal SST variations in this region [Hayes et al., 1991b; Köberle and Philander, 1994; Chang, 1993, 1994; Chen et al., 1994a]. The shallow mean thermocline depth in the eastern Pacific, which is due to large-scale wind forcing (Figure 6), is important in facilitating upwelling and vertical mixing.

to cool the surface. Zonal advection associated with seasonally varying currents is also important, particularly in the central Pacific [Chen et al., 1994a; Minobe and Takeuchi, 1995]. Variations in surface heat fluxes (mainly solar irradiance and latent heat flux) are significant at all locations. These fluxes assume a dominant role as ocean dynamical processes diminish poleward away from the equator and in the western equatorial Pacific where the thermocline is deep. In this latter region the semiannual period in solar irradiance forcing leads to the dominant semiannual period in SST (Figure 9).

Studies using XBT and conductivity-temperature-depth (CTD) data have described the seasonal cycle of upper ocean thermal structure based on the dynamics of Ekman pumping and Rossby waves [Ducroz and Henin, 1989; Kessler, 1990; Kessler and McCreary, 1993]. Seasonal variations in transports of major currents have also been documented using XBT and tide gauge data by Taft and Kessler [1991], Picaut and Tournier [1991], and Donguy and Meyers [1996a]. Mitchell and Lukas [1990] used a set of sea level data lying along the North Equatorial Countercurrent trough to show that annual variations propagate to the west as a Rossby wave resonantly forced by westward propagating components in the wind field. Recent model simulations of the seasonal cycle, validated against TOGA observations [e.g., Minobe and Takeuchi, 1995], confirm the results of these empirical studies on the importance of wind stress forcing and equatorial wave processes.

Reverdin et al. [1984] developed a climatology of the surface currents in the tropical Pacific from TOGA drifter and mooring data. A notable aspect of the mean seasonal cycle along the equator is the “springtime reversal” of the normally westward flowing South Equatorial Current [Halpern, 1987b]. It is most evident in the eastern Pacific where, for example, eastward flow of over 30 cm s⁻¹ occurs in April May at 110°W (Figure 9). This reversal in flow propagates westward along the equator [McPhaden and Taft, 1988], as do zonal winds and SST [Horel, 1981; Lukas and Firing, 1985], with variations at 140° and 170°W lagging those farther to the east. The springtime reversal in the SEC had been known for nearly a century [Puls, 1895], though its magnitude was underestimated because of contamination of ship drift estimates by windage on ship’s hulls [McPhaden et al., 1991]. Model simulations suggest that the springtime reversal results from the seasonal relaxation of the zonal component of trade winds, causing flow to accelerate eastward down the zonal pressure gradient [Chao and Philander, 1981; Yu et al., 1997].

The mean seasonal cycle of the Equatorial Undercurrent along the equator has been described in several reports [Halpern, 1987b; McPhaden and McCarty, 1992; McCarty and McPhaden, 1993; Weisberg and Hayes, 1995]. Juxtaposing seasonal analyses based on these studies (Figure 9) helps to highlight some of the important characteristics of variability on this timescale. The EUC, on average, is located in the upper thermocline and is therefore found at greater depths in the west than in the east. Zonal current variations are confined principally to above the Undercurrent core, with a maximum eastward flow in the thermocline occurring in boreal spring at all longitudes.

Recent analyses suggest that the seasonal cycle is nonstationary in the eastern equatorial Pacific [Gu et al., 1997]. Specifically, at 110°W the annual period in thermocline depth variations was much more pronounced in the 1990s than in the 1980s, presumably because of changes in the annual cycle of zonal wind forcing farther to the west. Interestingly, amplification of thermocline depth variations was not reflected in
Plate 1. Time-longitude plots of zonal pseudostress (in m² s⁻²) and SST (in °C) between 2°N and 2°S along the equator from 1982–1995. Pseudostress time series are from the Florida State University (FSU) analyses [Stricherz et al., 1992], and the SST is from Reynolds and Smith [1994]. Also shown is the Southern Oscillation Index (SOI) for the same time period. The SOI, defined as the normalized difference in surface pressure between Tahiti, French Polynesia and Darwin, Australia is a measure of the strength of the trade winds, which have a component of flow from regions of high to low pressure in the tropical marine boundary layer. High SOI (large pressure difference) is associated with stronger than normal trade winds and La Niña conditions, and low SOI (smaller pressure difference) is associated with weaker than normal trade winds and El Niño conditions. All time series have been smoothed with a 5-month triangle filter (roughly equivalent to a seasonal average). The FSU pseudostress and Reynolds SST have also been smoothed zonally over 10° longitude.

amplified annual SST variations at 110°W. The mean depth of the thermocline remained sufficiently shallow in the eastern Pacific that, consistent with the theories of Köberle and Philander [1994] and Xie [1994], the efficiency of ocean-atmosphere interactions and ocean dynamical processes to cool the surface would not have been significantly impacted.

3.2. ENSO Variability

TAO Monthly Mean SST (°C) and Winds (m s⁻¹)

December 1994 Means

140°E  160°E  180°  160°W  140°W  120°W  100°W

10°N  5°N  0°  5°S  10°S

December 1994 Anomalies

Figure 10. Wind vectors and SSTs from the TAO array for December 1994. (top) Monthly means; (bottom) monthly anomalies from the COADS wind climatology and NCEP SST climatology (1950–1979). SSTs warmer than 29°C and colder than 27°C are shaded; SST anomalies >1°C and <-1°C are shaded.

way across the basin. Conversely, the 1988–1989 cold
La Niña event was associated with high SOI values and
a strengthening of the trade winds over roughly 60° of
longitude. Also noteworthy in Plate 1 is the persistence
of warm SST anomalies near the date line and the oc-
currence of three distinct warm episodes in the eastern
Pacific in concert with consistently low Southern Oscil-
lation Index values between 1991 and 1995. Although
it is known that the frequency and intensity of ENSO
events are modulated on decadal and longer timescales
[Gan and Philander, 1995], the duration of warm phase
ENSO conditions over 3 calendar years is unparalleled
in this century [Trenberth and Hoar, 1996].

The relationship between surface winds and SST for
December 1994 (Figure 10) illustrates another impor-
tant aspect of ENSO variability. Deep atmospheric
convection typically occurs over the warmest SSTs in
the tropical Pacific [e.g., Graham and Barnett, 1987].
Warmest SSTs (>30°C) in December 1994 were situ-
ated just south of the equator near the date line in a
region of strongly convergent surface winds and active
depth atmospheric convective [Climate Analysis Center,
1994]. Converging winds act to sustain both deep con-
vection (via moisture convergence) and warm SSTs (via
ocean dynamics) [Philander et al., 1984]. These pro-
cesses tend to locally reinforce one another, and rep-
resenting them properly in coupled ocean-atmosphere
models has been one of the challenges of ENSO model-
ing [e.g., Zebiak and Cane, 1987; Battisti, 1988; Battisti
and Hirst, 1989; Schopf and Suarez, 1988].

An important oceanic feature of the ENSO cycle is the
zonal redistribution of warm surface layer water
masses [White et al., 1985; Donguy, 1987; Donguy et al.,
1989; McPhaden et al., 1990a; McPhaden and Hayes,
1990b; Kessler and McPhaden, 1995a]. In the west-
ern Pacific the thermocline (as indicated by the depth
of the 20°C isotherm) shoals 20–50 m in the latitude
band 15°S to 20°N during El Niño, whereas in the east-
ern Pacific the thermocline deepens by a comparable
amount but in a narrower band of latitudes than in the
west. These thermocline depth variations, illustrated
along the equator in Figure 11 for the 1991–1993 El
Niño, are correlated with changes in the strength of
major currents. The westward SEC weakens signifi-
cantly during El Niño episodes, while in some events
the NECC intensifies [Tait and Kessler, 1991; Kessler
and McPhaden, 1995a]. Thus there is an anomalous
eastward mass transport of warm water by the equato-
rial surface currents during the onset of warm events.

Changes in the zonal distribution of upper ocean heat
content are reflected in sea level variations [e.g., Re-
bert et al., 1985; Delcroix and Gaurier, 1987] because
of the vertically coherent structure of the upper ocean
thermal field on seasonal-to-interannual timescales. In
other words, anomalously deep thermocline tends to
be associated with anomalously high sea level and vice
versa. Wyrtki [1984] described the sea surface height
gradient along the equator during the 1982–1983 El
Niño assuming that the long-term mean sea level at
tide gauges along the equator was equal to the long-
term surface dynamic height relative to a deep refer-
ce level. He showed that the normal upward slope
of sea level from east to west (Figure 7) was sharply
reduced and at times reversed in the eastern and con-
Figure 11. Time-longitude sections of anomalies in surface zonal winds (in m s$^{-1}$), sea surface temperature (in °C), and 20°C isotherm depth (in meters) for January 1991 to December 1993. Analysis is based on 5-day averages between 2°N and 2°S of moored time series data from the TAO Array. Anomalies are relative to monthly climatologies cubic spline fitted to 5-day intervals (COADS winds, Reynolds and Smith [1995] SST, CTD/XBT 20°C depths). Shading indicates anomaly magnitudes >2 m s$^{-1}$, 1°C, and 20 m for winds, temperatures, and 20°C depths, respectively. Positive winds are westerly. Squares on the top abscissa indicate longitudes where data were available at the start of the time series, and squares on the bottom abscissa indicate where data were available at the end of the time series.

The central Pacific during 1982–1983. Reduction and reversal of the sea surface slope also occurred in the 1986–1987 and 1991–1992 El Niño events (Figure 12). Variations were weaker at these times than in 1982–1983 though, as expected from the weaker and less zonally extensive westerly wind anomalies along the equator (Plate 1). Conversely, during the 1988–1989 cold La Niña event the sea level slope along the equator intensified, in association with stronger than normal trade winds (Figure 12).

Sea level slope along the equator is an index for the strength of the zonal pressure gradient, which is the driving force for the Equatorial Undercurrent [Philander and Pacanowski, 1980; McCreary, 1980; McPhaden, 1981]. Reduction and reversal of this sea level slope were associated with a significant weakening and disappearance of the EUC in the thermocline during the 1982–1983 El Niño [Firing et al., 1983; Halpern, 1987b] and the 1986–1987 El Niño [McPhaden et al., 1990a]. The EUC, though it did not disappear during the 1991–1993 El Niño, was greatly reduced in strength in the central Pacific for several months [Kessler and McPhaden, 1995a]. El Niño related reductions in Undercurrent strength have significant implications for the heat balance of the surface layer, since the Undercurrent is normally a source of cold water to feed equatorial upwelling [Bryden and Brady, 1985].

Near the equator, adjustment of the upper ocean heat and mass is strongly influenced by excitation and propagation of equatorial Kelvin and long Rossby waves, which are the primary mechanisms by which the winds communicate their influence to other parts of the ocean basin. The Kelvin waves most prominent in equatorial time series data are associated with forcing by westerly wind bursts and the atmospheric Madden and Julian Oscillation [Miller et al., 1988; McPhaden et al., 1988a; Kessler et al., 1995]. These waves are clearly evident in 20°C isotherm depth variations (e.g., Figure 11), as well as in time series of sea level, dynamic height, and zonal currents within 2° latitude of the equator. Using TAO data and Geosat-derived sea level data, Cheney et al. [1987], Miller et al. [1988], McPhaden et al. [1988a], McPhaden and Hayes [1990b], Delcroix et al. [1991, 1994], Johnson and McPhaden [1993a], and Picaud and Delcroix [1995] clearly documented equatorial Kelvin waves propagating eastward with first baroclinic mode phase speeds of 2–3 m s$^{-1}$ prior to and during the 1986–1987 El Niño. Similarly, analysis of TAO data and TOPEX/POSEIDON sea level data indicated prominent oceanic variability due to equatorial Kelvin waves.
Figure 12. Zonal slope of sea surface height along the equator. Sea level anomalies from the 1975–1987 mean seasonal cycle were taken from seven locations near the equator: Rabaau (4°S, 152°E), Kapingamarang (1°N, 155°E), Nauru (0.5°S, 167°E), Tarawa (1°N, 173°E), Kanton (3.5°S, 172°W), Christmas Island (2°N, 157°W), and the Galapagos Islands (0.5°S, 90°W). These anomalies were added to the mean dynamic topography difference (0–1000 dbar) computed from the Levitus and Boyer [1994] and Levitus et al. [1994a] temperature and salinity climatologies in order to calculate absolute heights. (top) Mean conditions during three warm events are shown as solid circles (June 1982 to May 1983), crosses (January to December 1987), and open circles (June 1991 to May 1992). The heavy solid line is the long-term mean conditions taken from the Levitus climatology. (bottom) Warm and cold conditions are contrasted by showing the difference (the vertical bars) of the mean sea level anomaly in 1988 (cold) minus the mean sea level anomaly in 1987 (warm).

generated by wind forcing west of the date line during 1991–1995 [Dushalacchi et al., 1994; Kessler et al., 1995; Boulanger and Menkes, 1995].

Weakening of the trade winds near the equator in the central and western Pacific at the onset of warm ENSO events leads to a pattern of upwelling favorable wind stress curl which elevates the thermocline locally at extratropical latitudes [e.g., Kessler, 1990]. Weakening of the trade winds also excites upwelling long Rossby waves [White et al., 1985, 1987; Kessler, 1990; Boulanger and Menkes, 1995; Kessler and McPhaden, 1995b], the fastest of which propagates westward at phase speeds of one third the Kelvin wave speed. The slower propagation speed of these waves compared to equatorial Kelvin waves implies that elevation of the thermocline in the west lags depression of the thermocline in the east by several months as evident in thermal field and sea level analyses (e.g., for 20°C along the equator between late 1991 to early 1992 in Figure 11). The Gcoast analysis of Delcroix et al. [1991] and subsequent modeling study of du Penhoat et al. [1992] for the 1986–1987 El Niño suggest that, in addition to wind forcing, eastern boundary reflections of equatorial Kelvin waves can generate equatorial Rossby waves that affect the evolution of ENSO.

Empirical studies of the surface layer heat balance emphasize the complex mix of processes controlling SST variability on ENSO timescales. For example, the importance of remotely forced equatorial waves in mediating SST variability in the eastern and central Pacific can be inferred from Plate 1. Largest ENSO SST anomalies during 1980–1995 were located significantly to the east of the largest zonal wind anomalies; moreover, large SST anomalies were found in the far eastern Pacific where zonal wind anomalies were weak. Waves affect SST in the cold tongue region by inducing changes in thermocline depth which affect upwelling and vertical mixing rates [e.g., Hayes et al., 1991b; Kessler and McPhaden, 1995a, b]. Waves can also advect temperature fields meridionally and, more importantly, zonally.
along the equator. Wave- and current-induced zonal advection of the eastern edge of the warm pool produces large interannual SST anomalies in the central Pacific [McPhaden and Picaut, 1990; Picaut and Delcroix, 1995: Picaut et al., 1996].

Local air-sea heat exchanges are also important in the surface layer heat balance of the tropical Pacific on interannual time scales [Liu and Gautier, 1990; Hayes et al., 1991b; Kessler and McPhaden, 1995a]. The most strongly varying components of the surface energy balance are solar irradiance, which is modulated by changes in cloudiness, and latent heat flux which is modulated by changes in wind speed, SST, and relative humidity [Liu, 1988; Waliser et al., 1994]. East of the date line, where ocean dynamics are crucial for generating SST anomalies on interannual time scales, latent heat flux tends to increase with increasing SST, and therefore acts as a negative feedback on developing SST anomalies [Kessler and McPhaden, 1995a; Weisberg and Wang, 1997]. In the western Pacific warm pool, the thermocline is deep, mean horizontal SST gradients are weak, and ocean dynamical processes are less capable of generating large scale SST anomalies than further east. In this region air-sea turbulent heat exchange is an important generating mechanism for SST anomalies, through enhanced evaporation during periods of strong westerly winds [Meyers et al., 1986]. Variations in short wave radiation tend to damp developing SST anomalies throughout the tropical Pacific since high cloudiness, which reduces insolation, tends to occur over the warmest surface waters [Waliser et al., 1994].

Data from the TOGA observing system have been used to test various theories of El Niño and the ENSO cycle. An early theory espoused by Wyrtki [1975] suggested that prior to El Niño, the trade winds strengthened, and there was an increase in sea level (a proxy for heat content) in the western Pacific warm pool. When the trade winds weakened, the overcharged warm water pool would collapse and surge eastward in the form of a Kelvin wave to initiate a warm event. The importance of Kelvin waves in the development of El Niño has been confirmed by many studies. However, other aspects of Wyrtki's theory were undermined when prior to the 1982–1983 El Niño, the strongest of the century, there was no anomalous rise in sea level in the western Pacific or intensification of the easterly trades [Cane, 1984]. Similarly, prior to the equatorial warming in 1993, there was no buildup of heat content in the western Pacific warm pool or intensification of the easterlies [Kessler and McPhaden, 1995b].

Wyrtki [1985a] proposed another hypothesis, namely that warm water accumulated in the tropical Pacific prior to an El Niño on a zonally averaged basis between 15°N and 15°S. In this scenario, El Niño represents a mechanism whereby excess heat is purged to higher latitudes. Cane et al. [1986] interpreted the interannual oscillations in their coupled ocean-atmosphere model in terms of this mechanism. Springer et al. [1990], in a wind forced ocean model simulation, found a buildup of heat content near the equator prior to the 1982–1983 El Niño as hypothesized by Wyrtki, but only between 5°N and 5°S. The difference in latitude bands over which the buildup was assumed to occur resulted from Wyrtki's use of tide gauge station data which had to be interpolated over great distances zonally beyond 5°N–5°S [Springer et al., 1990]. Miller and Cheney [1990], however, did not find a buildup at all prior to the 1986–1987 El Niño event using Geosat data. Thus Wyrtki's [1985a] mechanism, modified to a narrower band of longitudes, may be operative during some but not all El Niño events.

McCreary [1983] proposed a theory for ENSO in which the timescale between warm events was set by the slow westward propagation of long extratropical Rossby waves and their reflection off the western boundary as equatorial Kelvin waves. The reflected Kelvin waves would alter thermocline depths (and by proxy SST) in the eastern Pacific, thereby affecting the strength of the trade winds. In order to get a realistic 3–4-year periodicity for the ENSO cycle, Rossby waves with significant amplitudes at roughly 20° latitude from the equator were required. Using XBT data, Graham and White [1988] argued for the existence of extratropical Rossby waves along 12°N and 12°S and their reflection into equatorial Kelvin waves at the western boundary. However, Kessler [1990] offered alternative explanations for the observed variability along the equator in terms of direct wind forcing rather than Rossby wave reflection, and Kessler [1990] showed that only Rossby waves equatorward of about 8° latitude could reflect into equatorial Kelvin waves with significant amplitudes.

The delayed oscillator theory of ENSO [Battisti, 1988; Battisti and Hirst, 1989; Schopf and Suarez, 1988] also involves the reflection of Rossby waves into equatorial Kelvin waves at the western Pacific boundary. In contrast to McCreary's [1983] theory though, equatorial Rossby waves closely trapped to the equator, rather than extratropical Rossby waves at higher latitudes, are most relevant. Thermocline changes associated with reflected Kelvin waves lead to SST anomalies in the eastern Pacific cold tongue by altering upwelling rates. The SST anomalies affect the atmospheric convection and circulation, giving rise to local positive feedbacks that reinforce the SST and wind anomalies (e.g., Figure 10). The anomalous surface winds in turn excite equatorial oceanic waves of opposite sign to those that generated the original SST anomalies. The timescale for the ENSO cycle in this theory is set by the competition between the local positive feedbacks and delayed negative feedbacks associated with remotely forced extratropical waves and their western boundary wave reflections.

Tests of the delayed oscillator have focused primarily on the question of whether equatorial Rossby waves can reflect from the irregular and gappy coastal geometry of the western Pacific. Theories suggest coastal irregu-
larities should not be a fundamental limitation to this reflection process [Clarke, 1991; du Penhoat and Cane, 1991]. However, although in principle western boundary reflections should work equally well to both initiate and terminate El Niño events, it appears that they are most effective in terminating events [Li and Clarke, 1994; Mantua and Battisti, 1994]. In this situation, reflection of an upwelling Rossby wave at the western boundary excites an upwelling equatorial Kelvin wave train which erodes the warm SST anomaly in the cold tongue, eventually leading to cool La Niña SST anomalies. Even so, not all warm events appear to be terminated by western boundary reflections. Boulanger and Menkes [1995], for example, found that wind-forced upwelling Kelvin waves, rather than boundary-reflected Kelvin waves, led to cooling along the equator in the eastern Pacific in late 1993. Also, Picaut and Delcroix [1995] argued that the 1986–1987 El Niño was terminated by Rossby waves emanating from the eastern boundary, rather than Kelvin waves emanating from the western boundary.

Few, if any, El Niño events of the TOGA decade appear to have been initiated by delayed oscillator physics. Through extended empirical orthogonal function (EOF) analysis of Geosat data during the 1986–1989 El Niño–La Nina cycle, White and Tai [1999] suggested that an equatorial Rossby wave reflected into an equatorial Kelvin wave at the western boundary, consistent with delayed oscillator theory. However, a detailed projection of Geosat sea level and derived surface currents on individual equatorial wave modes indicated very little evidence of first meridional Rossby wave reflection into Kelvin waves during this time [Delcroix et al., 1994]. Similarly, Kessler and McPhaden [1995b], using TAO and XBT data during 1988–1993, and Boulanger and Menkes [1995], using TAO and TOPEX/POSEIDON data during 1992–1993, found little evidence for the initiation of warm events via Rossby wave reflections at the western boundary. Boulanger and Fu [1996], using TOPEX/POSEIDON altimeter data and ERS-1 wind data, detected wind-forced downwelling equatorial Rossby waves that reflected into downwelling Kelvin waves prior to warming along the equator in middle to late 1994. They interpreted these reflections as evidence for delayed oscillator physics as a trigger for the 1984–1995 El Niño. In contrast, however, Goddard and Graham [1997] argued that this same 1994–1995 warm event in the NCEP reanalysis [Ji and Smith, 1995; see also section 4.4] was not initiated Rossby wave reflection at the western boundary, but rather direct wind forcing near the equator.

Another perspective of the ENSO cycle was proposed by Picaut and Delcroix [1995] and Picaut et al. [1996]. Using hypothetical drifters moved by current fields derived from Geosat and TOPEX/POSEIDON data, TAO mooring data and SVP drifter data, and three different classes of ocean models, these authors found that ENSO-related SST anomalies in the central western Pacific were primarily the result of zonal advection (Figure 13). Picaut and Delcroix [1995] and Picaut et al. [1997] argued that Rossby waves excited by eastern boundary reflections, in addition to the direct effects of wind forcing, were instrumental in generating these currents. Since the impacts of SST variations on the atmosphere are most pronounced in the central and western equatorial Pacific [Geisler et al., 1985], Picaut et al. [1997] argue for a revision of the delayed oscillator theory to provide more weight to oceanic processes affecting this region, including eastern boundary wave reflections. It is evident from this wide variety of theoretical, modeling, and empirical studies that, despite progress made during TOGA on understanding the ENSO cycle, there are many as-yet-unresolved issues related to the coupled ocean-atmosphere interactions that require further investigation.

### 3.3. Intraseasonal Kelvin Waves

The Kelvin waves most prominent in equatorial Pacific time series data have energy across a broad band of periods spanning roughly 40–120 days, with maximum energy concentrated near periods of 60–90 days. Sea level, thermocline depth, and zonal currents associated with these waves propagate eastward with 2–3 m s\(^{-1}\) phase speeds [Enfield, 1987; McPhaden and Taft, 1988; Johnson and McPhaden, 1993a, b]. Vertical structures suggest significant energy in both the first and second vertical modes [Kessler and McPhaden, 1995b], consistent with model simulations [e.g., Busalacchi and Cane, 1985; Giese and Harrison, 1990; Kindle and Phoebe, 1995]. There is also evidence that the wave structures are modified by wave-mean flow interactions [Johnson and McPhaden, 1993a, b]. Upon reaching the eastern boundary, the waves can be traced along the coasts of North and South America as coastal Kelvin waves [Spillane et al., 1987].

These Kelvin waves are forced primarily by surface zonal wind variations associated with westerly wind bursts and the Madden and Julian Oscillation in the western Pacific (Figure 11). The amplitude of the ocean wave response depends on the structure of the wind forcing, namely its temporal evolution, zonal fetch, and meridional structure [Knoz, 1987; Harrison and Giese, 1991; Giese and Harrison, 1991]. In terms of frequency content, wave energy is concentrated at periods decidedly longer than the dominant 30–60-day period of the wind forcing itself [McPhaden and Taft, 1988]. Kessler et al. [1995] explain this "red shift" as the result of a scale selection process related to wind fetch, which favors excitation of the lower-frequency Kelvin waves in response to wind forcing in the intraseasonal band. Their results are analogous to Knnoz's [1987] analysis in the time domain, which indicated that an equatorial wind event of duration \(T\) and zonal fetch \(L\), would lead to a Kelvin pulse of longer duration \(T + L/c\), where \(c\) is the zonal phase speed of the Kelvin wave.
Intraseasonal Kelvin waves affect SST in the equatorial Pacific in a variety of ways. They can warm SST by zonal advection in the equatorial cold tongue as documented for the 1986–1987 El Niño [Johnson and McPhaden, 1993a] and the 1991–1993 El Niño [Kessler and McPhaden, 1995a]. Downwelling Kelvin waves also depress the thermocline [McPhaden and Hayes, 1990b; Kessler et al., 1995], which can lead to surface warming by reducing the efficiency of local wind-driven upwelling to cool the surface. Lien et al. [1995] found that the passage of a downwelling Kelvin wave during the 1991–1992 El Niño led to a reduction in upper ocean turbulent mixing in the central equatorial Pacific, which would likewise favor the development of warm SST anomalies.

There is a notable relationship between enhanced intraseasonal variability and El Niño in both the ocean and atmosphere [e.g., Keen, 1982; Luther et al., 1983; Lau and Chan, 1986; Enfield, 1987; McPhaden and Hayes, 1990b; Kessler et al., 1995; Kindle and Phoca- bus, 1996]. During El Niño westerly wind bursts tend to be more prominent, deep convection associated with the Madden and Julian Oscillation tends to be stronger and extend farther eastward along the equator in the Pacific, and intraseasonal equatorial Kelvin waves tend to be of larger amplitude. These findings have led to suggestions that intraseasonal variability, rather than chaotic interactions of the seasonal cycle with itself (see section 3.1), may be responsible for the irregularity of the ENSO cycle [e.g., Zebiak, 1989].

Nonlinear interactions between the ocean and the atmosphere are necessary to couple intraseasonal variations to the ENSO cycle. Harrison and Schopf [1984] proposed a mechanism whereby zonal advection by short-period Kelvin waves could initiate low-frequency warming in the equatorial cold tongue of the eastern and central Pacific, and some coupled models bear out the potential for this mechanism to trigger an El Niño [Latif et al., 1988]. Likewise, Kessler et al. [1995] described how intraseasonal Kelvin waves can contribute to the slow eastward displacement of the western Pacific warm pool, which would favor the development of warm El Niño SST anomalies.
3.4. Local Response to Westerly Wind Burst Forcing

The importance of the local response to strong westerly wind burst forcing in the western Pacific warm pool was first highlighted by Lukas and Lindstrom [1991]. That study and related work ultimately contributed to the design and implementation of the TOGA Coupled Ocean Atmosphere Response Experiment (COARE) [Godfrey et al., this issue]. Westerly wind bursts typically occur during the westerly phase of the Madden and Julian Oscillation [Jui and Lau, 1992], during which surface westerlies may attain speeds of 5--10 m s$^{-1}$. These wind events lead to dramatic zonal current reversals in time and depth in the upper 100--150 m of the water column [McPhaden et al., 1988a, 1992; Delcroix et al., 1993; Kuroda and McPhaden, 1993; Kutsuwada and Inaba, 1995; Ralph et al., 1997]. The surface flow accelerates eastward and can reach speeds of over 100 cm s$^{-1}$ in the course of a week. The resultant jet may extend over 40$^\circ$ of longitude, with anomalous eastward transports of 50 Svdrups (1 Sv = 10$^6$ m$^3$ s$^{-1}$) between 5$^\circ$N and 5$^\circ$S. Westerly wind bursts and the westerly phase of the Madden and Julian Oscillation are usually associated with a drop in SST due to increased latent heat flux and reduced insolation [McPhaden and Hayes, 1991; Weller and Anderson, 1996; Cronin and McPhaden, 1997]. Strong wind forced currents advecting fresher water from the west, in combination with enhanced precipitation, generally lead to a freshening of the surface layer near the equator in the warm pool region. These processes can lead to barrier layer formation [Sprintall and McPhaden, 1994; Roemmich et al., 1994; Anderson et al., 1996], which Lukas and Lindstrom [1991] hypothesized as important for understanding the evolution of ENSO warm events. Wind burst forcing also excites downwelling equatorial Kelvin waves which propagate into the eastern Pacific as discussed in the previous section.

3.5. Instability Waves

Tropical instability waves, first observed in the Pacific in satellite SST imagery [Legeckis, 1977], typically propagate westward with zonal wavelengths of 800--2000 km and periods of 20--30 days. They have been observed in ocean currents, temperatures, and salinity [Philander et al., 1985; Pullen et al., 1987; Halpern et al., 1988; McPhaden et al., 1990c; Kessler and McPhaden, 1995a; Qiao and Weisberg, 1995; McPhaden, 1996; Flament et al., 1996]. They are also detectable in Geosat and TOPEX/POSEIDON altimetry data [Perigaud, 1990; Giese et al., 1994; Busalacchi et al., 1994] despite the relatively coarse temporal resolution of altimeters compared to the basic frequency of the waves. Instability waves are seasonally and interannually modulated, being weakest during boreal spring and during the warm phase of ENSO. The waves derive their energy from the large-scale, seasonally varying zonal equatorial currents through shear instability [Philander, 1978; Cox, 1980; Philander et al., 1986; Luther and Johnson, 1990] and possibly through SST frontal instabilities [Yu et al., 1995]. As such, they are a significant source of drag on the South Equatorial Current and Equatorial Undercurrent, and they heat the cold tongue through large downgradient (i.e., equatorward) eddy heat transports [Hansen and Paul, 1984; Bryden and Brady, 1989]. The waves also affect the stability of the atmospheric boundary layer [Hayes et al., 1989b], the distribution of cloudiness [Deser et al., 1993], latent heat fluxes [Zhang and McPhaden, 1995], and the distribution of nutrients, pCO$_2$, and other chemical species in the eastern equatorial Pacific [Peeby et al., 1994]. Instability waves of similar character have been documented in the equatorial Atlantic, where they are evident during the boreal summer season [e.g., Weisberg and Wingarnter, 1988; Musman, 1992]. They are a potentially significant source of aliased energy which, if unresolved (as in infrequently sampled shipboard data), add noise contamination to
lower-frequency signals of climatic interest [Hayes and McPhaden, 1992; Kessler et al., 1996].

3.6. ENSO and the Indo-Pacific Throughflow

Wyrthki [1987] first attempted to monitor the variations of the throughflow by computing the large-scale pressure gradient between the western Pacific and eastern Indian Oceans. Davao in the Philippines was used for the western Pacific, and Darwin in Australia was used for the eastern Indian Ocean. He found that this difference was dominated by seasonal variations but that the two records were coherent at interannual timescales, resulting in a small difference on ENSO timescales. Later, Clarke [1991] modeled the reflection and transmission of large-scale, low-frequency waves at a gappy western Pacific boundary and found that the interannual sea level variations along northern Australia were in fact of Pacific origin. These results implied that the Davao-Darwin sea level difference was not an appropriate index for the throughflow at interannual timescales. Clarke and Liu [1993, 1994] argued that a better index of the throughflow would be based on differences between northern and southeastern Indian Ocean sea levels. Their index suggested that the throughflow increased during cold ENSO events and decreased during warm events.

Thermal structure associated with the Indonesian throughflow in the eastern Indian Ocean has marked interannual variations, which have been documented on a frequently repeated XBT line between Shark Bay (northwestern Australia) and Sunda Strait (Java) [Meyers, 1996]. The largest variations of dynamic height and depth of the thermocline are near the coast of Australia (Figure 14, left), and they are highly correlated to the ENSO signal in the western equatorial Pacific (Figure 14, right). The XBT observations are consistent with the study by Clarke and Liu [1994] and with their model of the generation of the variations by wind forcing with long timescales. The XBT measurements also document how the signal extends into the ocean interior and how it is related to variations on the coast of Indonesia. The observations and model consistently indicate that variations near the coast of western Australia are generated by winds over the equatorial Pacific, while variations near the coast of Indonesia are generated by winds over the equatorial Indian Ocean. The differences in vertically integrated dynamic height between the coasts of Australia and Indonesia are a measure of the transport of Indonesian throughflow. The estimated mean transport, based on XBT data, is 7 Sv [Meyers et al., 1993]. Consistent with the tide gauge measurements, the throughflow is weaker during El Niño, with a peak-to-trough amplitude on interannual timescales of transport in the upper 400 m of about 5 × 10^6 m^3 s^-1. What impact ENSO timescale variations in throughflow have on the climate of the Indian Ocean region is, however, unclear.

3.7. ENSO and Global Oceanic Variability

Although the TOGA observing system focused primarily on the ENSO phenomenon in the tropical Pacific, satellite and some in situ measurement programs (e.g., VOS, tide gauges, and drifters) provided a global perspective on climate variations during the TOGA decade. In this section we briefly review studies of climate phenomena facilitated by measurements outside the tropical Pacific, with emphasis on variability related to ENSO.

Atmospheric teleconnections associated with the ENSO cycle affect oceanic variability in wide-ranging parts of the globe. Over the North Pacific Ocean, for example, the Aleutian Low becomes anomalously strong during the late fall and winter of an El Niño year. Associated with these changes in atmospheric pressure, the axis of the subtropical jet stream splits, one branch displaced southward, steering storms into the southwestern United States, and another branch displaced northward into the Pacific Northwest. Air-sea heat exchange is enhanced at midlatitudes by these changes in atmospheric circulation [Alexander, 1992], leading to cold open ocean SST anomalies during El Niño years [Wallace et al., this issue]. Along the west coast of the United States, on the other hand, anomalous alongshore southerly winds during El Niño can lead to reduced coastal upwelling, which contributes to warmer coastal SSTs and higher coastal sea level [Enfield and Allen, 1980; Ramp et al., 1997, and references therein].

In addition to this atmospheric teleconnection pathway between the tropical and midlatitude Pacific Ocean, equatorial oceanic Kelvin waves impinge on the eastern boundary, forcing poleward propagating coastal Kelvin waves in both hemispheres [Enfield and Allen, 1980; Chelton and Davis, 1982; Clarke, 1992; Clarke and Van Gorder, 1994; Ramp et al., 1997; Shaffer et al., 1997]. Roach et al. [1989] concluded that these signals dominate sea level variability as far north as San Francisco. These waves are particularly energetic at intraseasonal periods [Spillane et al., 1987]. Recently, Jacobs et al. [1994] found that Rossby wave signals forced at the eastern boundary by the passage of El Niño-related coastal Kelvin waves associated with the 1982–1983 El Niño could be detected in the central and western North Pacific a decade later. Jacobs et al. [1994] speculated that these Rossby waves contributed to the development of SST anomalies in the midlatitude North Pacific by rerouting the warm, normally eastward flowing Kuroshio Extension off Japan to a more northeasterly course in the early 1990s.

White and Peterson [1996] have recently detected a 4–5-year eastward propagating, zonal wave number two oscillation encircling the globe in the Antarctic Circumpolar Current. The wave is characterized by coherent oscillations in SST, sea level pressure, meridional winds, and sea ice extent. White and Peterson [1996] hypothesized that this wave may be related to forcing associated
with El Niño through atmospheric teleconnections between the tropical Pacific and the Southern Ocean.

The tropical Atlantic is characterized by a prominent mean seasonal cycle in surface winds, sea level, upper ocean currents, and temperatures [e.g., Carton and Katz, 1990; Reverdin et al., 1991a, b; Molinari and Johns, 1994; Katz et al., 1995b]. In addition, two important modes of interannual-to-decadal variability are evident around this seasonal cycle, one of which consists of warm events with variability concentrated near the equator [Philander, 1986; Houghton, 1991; Zebiak, 1993; Carton and Huang, 1994] and another of which consists of interhemispheric variations in tropical SST [Moua and Shubla, 1981; Servain, 1991; Houghton, 1991; Houghton and Touline, 1992]. Dynamics intrinsic to the ocean-atmosphere-land system in the Atlantic basin are important in determining the variability associated with these low-frequency climate signals. However, ENSOteleconnections through the atmosphere influence their evolution as well, as discussed by Servain [1991], Delecluse et al. [1994], and Enfield and Mayer [1997].

Variability in the Indian Ocean is dominated by a pronounced seasonal cycle related to monsoon wind forcing [Rao et al., 1989; Molinari et al., 1990; Perigaud and Delecluse, 1992; Mizuno et al., 1995; Donguy and Meyers, 1995, 1996a; Meyers et al., 1995]. However, interannual anomalies on ENSO timescales are detectable as well [e.g., Perigaud and Delecluse, 1993; Touline and White, 1995]. Touline and White’s [1995] simultaneous analysis of upper ocean thermal data in all three tropical ocean basins indicated what appeared to be a coherent eastward propagating interannual wave in upper ocean heat content near the equator. On the strength of this result they suggested the possibility of oceanic precursors to ENSO in the Indian Ocean thermal field, in addition to atmospheric precursors believed to be important in association with the monsoons [Webster and Yang, 1992]. Latif and Barnett [1995], on the other hand, argued that the Pacific forces the tropical Indian and Atlantic Oceans remotely through atmospheric teleconnections on ENSO timescales and that this forcing accounts for a significant percentage of the observed thermal variability described by Touline and White [1995].

3.8. Salinity Variations

For the three tropical oceans, long-term averaged sea surface salinity (SSS) exhibits well-documented minima associated with the Intertropical Convergence Zones as well as relatively high salinities, mainly where evaporation significantly exceeds precipitation. Maximum seasonal SSS variations are found primarily in the Intertropical Convergence Zones and in the South Pacific Convergence Zone, in close relation to seasonal variations in rainfall [Delcroix and Henin, 1991; Desser and Donguy, 1994; Donguy and Meyers, 1996b]. There is also notable ENSO-related SSS variability. During El Niño periods the SSS field west of about 150°W is characterized by fresher than average SSS within 8°N–8°S; conversely, saltier than average SSS is found poleward of 8° latitude [Delcroix and Henin, 1991; Delcroix et al., 1996]. There is also significant freshening of the surface layer in the eastern Pacific within 10° of the equator during El Niño, particularly east of 110°W [Ando and McPhaden, 1997]. SSS anomalies of reverse sign are observed during La Niña periods. In the equatorial band these interannual modifications in the salinity field result mainly from the combined effects of rainfall and horizontal salt advection, the latter process apparently dominating west of about 165°E [Picaut et al., 1996; Delcroix and Picaut, 1998; Ando and McPhaden, 1997; Henin et al., 1998].

Lukas and Lindstrom [1991] proposed that salinity variability of the upper ocean may be an important determinant in the evolution of ENSO. They hypothesized that in regions of heavy rainfall, thin surface mixed layers form which are isolated from the upper thermocline by salt stratified “barrier layers.” The creation of these barrier layers potentially reduces the efficiency of vertical turbulent mixing to entrain cold thermocline water into the surface layer, except during periods of strong winds. Thus, barrier layer formation would favor warm SSTs in regions of heavy rainfall, thereby coupling the hydrologic cycle to the upper ocean heat balance.

Barrier layers have been detected in all three tropical oceans. They vary in thickness and location seasonally [Sprintall and Tomczak, 1992] and on ENSO timescales in the Pacific [Delcroix et al., 1992; Sprintall and McPhadden, 1994; Ando and McPhaden, 1997]. Processes responsible for their formation, and how the salt and heat balances of the upper ocean are coupled in the western Pacific warm pool, were major research themes of TOGA-COARE [Godfrey et al., this issue]. The results of TOGA-COARE, combined with ENSO predictability studies (e.g., Ji, M., R. W. Reynolds, and D. W. Hehringer, Use of TOPEX/POSEIDON sea level data of ocean analyses and ENSO prediction: some early results, submitted to the Journal of Climate, 1998), may indicate the need for an improved network of long-term sustained ocean salinity observations for both ENSO prediction and climate diagnostics.

3.9. Atmospheric Variability

During the decade of TOGA several studies have shown that the ENSO signal extends through the tropical troposphere into the lower stratosphere [Gage and Reid, 1987, Reid et al., 1989, Gage et al., 1993]. In other words, the atmospheric response to changing patterns of sea surface temperature extends to high altitudes owing to the influence of tropical convection. Diabatic heating associated with latent heat release and radiative effects of clouds have a profound influence on even the largest-scale circulation systems in the atmosphere [Hartmann et al., 1984; Houze, 1989; Mapes and Houze, 1995].

The Christmas Island wind profiler (Figure 5) has
been in place long enough to observe many annual cycles and a few ENSO cycles of the zonal winds. A time-height cross section of zonal winds observed at Christmas Island is shown in Figure 15. While the mean zonal winds in the tropics are usually easterly, we observe substantial westerlies recurring periodically in the upper troposphere. These westerlies develop on an annual basis during the northern hemisphere winter months. Note that the strongest upper tropospheric westerlies are seen during the La Niña or cold event of 1988–1989. By way of contrast the upper tropospheric westerlies are relatively weak during the El Niño years of 1986–1987, 1991–1992, and 1994–1995. These observations are consistent with a strengthening of the Walker circulation during cold events and a weakening of the Walker circulation during warm events.

The mean annual variation of tropospheric zonal winds observed at Christmas Island is reproduced in Figure 16. The upper tropospheric westerlies are seen to occur above about 7 km and are seen to be strongest during March–May and November–December. Zonal winds over Christmas Island are typically easterly at all heights during the northern summer. The annual variation of the zonal winds observed at Christmas Island is in phase with the annual cycle of tropical convection over the western Pacific and is consistent with a strengthening and weakening of the Walker circulation driven by convective heating over the western Pacific warm pool region [Gage et al., 1996b]. The depth of the upper tropospheric westerlies is likely due to the deep tropical heating associated with mesoscale convective systems [Hartmann et al., 1984].

Vertical motions are rarely observed directly in the atmosphere [Balsley et al., 1988]. This is partly due to the difficulty in measuring very small motions, but the measurement problem is complicated by the presence of internal gravity waves that can mask the small long-term mean vertical motions or otherwise bias observations [Nastrom and VanZandt, 1994]. Wind profiler direct measurements of vertical velocities in the tropics have confirmed some expectations at the same time they have raised new questions. The principal finding...
is that in the absence of convection the troposphere is generally subsiding at a fraction of a cm s\(^{-1}\). The adiabatic warming consistent with the observed magnitude of subsidence is what is required to balance radiative cooling to space [Gage et al., 1991b].

While they have not been in use as long as the VHF profilers, the UHF profilers have already proven to be valuable tools for atmospheric research [Angevine et al., 1993, 1994; Rogers et al., 1993; Gage et al., 1994b, 1996a]. High-resolution time and height observations by UHF profilers have improved our knowledge of vertical structure and temporal variability of lower tropospheric winds in the tropics [Gutzler et al., 1994; Parsons, 1994]. For example, Deser [1994] and Gutzler and Hartten [1995] have used the profiler observations to obtain a more complete picture of the daily variability of the lower tropospheric winds at a number of locations in the Pacific.

Recently, it has become evident that UHF profilers can provide valuable information about precipitating cloud systems [Gossard, 1988; Rogers et al., 1993; Gage et al., 1994b, 1996a; Ecklund et al., 1995; Williams et al., 1995]. In the presence of precipitating cloud systems the height coverage of the profilers is greatly increased. With the large amounts of data obtained from the tropics using UHF profilers at a number of locations, it is now possible to begin to construct the climatology of precipitating cloud systems in the western Pacific. Used in conjunction with a VHF profiler, the UHF profiler can provide precipitation fall speeds relative to background vertical air motions [Currier et al., 1992].

TAO data have also been of value in studies of atmospheric dynamics. For example, Hayes et al. [1989b] found that in addition to forcing of boundary layer winds by horizontal pressure gradients, as hypothesized by Lndzen and Nigam [1987], stabilization of the boundary layer over the cold tongue tends to reduce mixing of wind momentum downward from aloft, particularly in the meridional direction as hypothesized by Wallace et al. [1989]. Accounting for these variations in vertical stability in diagnostic studies allows for a
more dynamically consistent interpretation of oceanic effects on boundary layer winds in the equatorial Pacific [Niyam and Chao, 1996].

Zhang [1996] used TAO data to document surface manifestations of the Madden and Julian Oscillation in the atmospheric boundary layer of the western Pacific. He found inconsistencies, as did Jones and Gauthier [1995] and Flatau et al. [1997], between observations from the western Pacific and theories for these oscillations. As a result, Flatau et al. [1997] proposed a new theory involving interactive SST feedbacks on convection at intraseasonal time scales. Their modified theory allowed for time varying SST feedbacks to the atmosphere in response to intraseasonal heat flux forcing of the ocean, which led to a better simulation of the Madden and Julian Oscillation in a simple coupled ocean-atmosphere model.

TAO data have been used to examine the role of mesoscale enhancement of surface turbulent fluxes [Zhang, 1995: Ebbesen and McPhaden, 1996] and the related issue of convection-evaporation feedbacks [Zhang et al., 1995]. The role of evaporation in limiting long-term mean SST in the western Pacific warm pool was described by Zhang and McPhaden [1995]. They found that above 29°C, latent heat flux decreases with increasing SST, lending credence to the “thermostat” hypothesis [Ramanathan and Collins, 1991], which suggests cloud-radiative feedbacks are the primary limiting factor in determining maximum warm pool SSTs.

3.10. Relation to Process-Oriented Studies

Process-oriented studies embedded in the TOGA observing system included the Tropical Pacific Upper Ocean Heat and Mass Budgets (TROPIC HEAT) Experiments (I in 1984–1985 and II in 1987) to examine the processes controlling SST in the equatorial eastern Pacific [Eriksen, 1985; Hebert et al., 1991], the Western Equatorial Pacific Ocean Circulation Study (WEPOCS) in 1985–1988 to examine complex current structures in a relatively poorly explored part of the tropics [Lindstrom et al., 1987], the Tropical Instability Wave Experiment (TIWE) in 1990–1991 to study the life cycle and energy sources for tropical instability waves in the eastern Pacific [Qiao and Weissberg, 1995; Flamant et al., 1996], TOGA COARE in 1992–1994 to study ocean-atmosphere interactions in the western equatorial Pacific [Godfrey et al., this issue], the Joint Global Ocean Flux Studies (JGOFS) Equatorial Pacific (EqPac) experiment in 1992 to study biogeochemical cycling in the equatorial Pacific [Murray et al., 1994], and the Central Equatorial Pacific Experiment (CEPEX) in 1993 to study cloud radiative feedbacks and their impacts on SST [Ramanathan et al., 1995].

The TOGA observing system provided a broad geographical perspective and long time history to aid in the interpretation of the measurements from these shorter-duration, regional-scale field programs. For example, the intensive observing period of TOGA COARE took place in the western Pacific from November 1992 to February 1993, during a hiatus in El Niño conditions in the eastern equatorial Pacific (Plate 1 and Figure 11). The JGOFS experiment, on the other hand, started during the 1991–1992 warm event but concluded during near-normal conditions at the end of 1992.

In many cases the TOGA observing system was enhanced to facilitate these process studies. During the enhanced monitoring phase of TOGA COARE in 1992–1994 additional TAO moorings were deployed west of the date line to provide finer than 10° zonal resolution of surface winds, upper ocean temperatures, and currents along the equator [Webster and Lukas, 1992]. Several TAO moorings in the western Pacific were also equipped with special sensors to measure salinity, rainfall, and incoming shortwave radiation in an effort to better understand surface fluxes in relation to upper ocean variability [Cronin and McPhaden, 1997]. After TOGA COARE ended, some of these measurements continued in the western Pacific warm pool [e.g., Koehn et al., 1996]. Drifting buoy deployments also increased west of the date line during TOGA COARE [Ralph et al., 1997], and some of these drifters were equipped with salinity sensors. Enhancements of the WWW included installation of integrated sounding systems (ISS) at Manus Island, Nauru, and Kiribati in 1992 prior to TOGA COARE [Gulder and Hartten, 1995], with the Manus Island and Nauru sites continuing after COARE ended.

Specific enhancements to other process studies included specially instrumented TAO current meter moorings at 0°, 140°W during TROPIC HEAT, and TIWE provided support for the hypothesis that internal waves mediate the diurnal cycle of vertical mixing along the equator [McPhaden and Peters, 1992; Moun et al., 1992; Lien et al., 1996]. During TIWE, moored data were used to estimate diurnally varying vertical heat fluxes associated with that mixing [Bond and McPhaden, 1995], and a large number of drifters were deployed to provide additional information on the structure of instability waves [Flamant et al., 1996]. Moored and drifting buoys were deployed with bio-optical sensors during JGOFS to document physical controls on primary productivity in the equatorial Pacific [Foley et al., 1998].

4. Role of the TOGA Observing System in the Development of Improved Model-Based Analyses and Prediction Products

4.1. Introduction

At the outset of TOGA the modeling and observational activities were relatively separate components of the program. However, as the program matured, a number of factors contributed to the development of
a mutual dependency between TOGA models and observations. At a very basic level, data were needed for the development and validation of oceanic, atmospheric, and coupled models. Moreover, as experimental forecasts of ENSO became more routine and as initialization and assimilation techniques for coupled models took on greater importance, the modeling and observational components of TOGA developed a more intricate relationship. Overviews of the interaction between tropical models and data can be found in work by Latif et al. [this issue] and Stockdale et al. [this issue] and in the reviews by Knob and Anderson [1985], Philander [1990], and McCreary and Anderson [1991]. We concentrate here specifically on the evolution of this partnership toward improved model-based analyses and better coupled model initial conditions for predictions.

When considering the initialization of tropical ocean models and coupled prediction models, there are several factors that are critical. First, the tropical oceans are to a certain extent deterministic, by which we mean that adequate knowledge of past forcing in principle allows us to largely determine the state of the ocean. Knowledge of the surface wind stress is paramount in this determination. For example, Busalacchi and O'Brien [1980, 1981] demonstrated that, with a reduced gravity model and surface stress, one could capture key aspects of sea level variability associated with ENSO. Studies with ocean general circulation models (OGCMs) [e.g., Philander and Seigel, 1985; Harrison et al., 1990] also emphasized the paramount importance of wind forcing in model simulations. This fact makes the analysis and initialization problem quite different from that of numerical weather prediction, where there is no counterpart to the external forcing (and its associated errors) that are imposed through surface wind stress.

While in theory it is feasible that coupled tropical forecast models could be initialized with wind stress alone, practical considerations suggest that ocean thermal data will also be important. This is because wind stress and upper ocean thermal structure are partially redundant, so that observing and initializing baroclinic equatorial wave modes with subsurface temperature data could help correct some of the deficiencies in the imposed wind forcing. SST observations, either through assimilation or via surface boundary constraints, have also been important for the development of both the atmospheric and oceanic components of coupled prediction models. The ready availability, spatial coverage, and accuracy of SST analyses makes this variable particularly valuable for model validation and development [e.g., Stockdale et al., 1993].

From a historical perspective, sea level data has made one of the more significant contributions to ocean model development, particularly as equatorial theory was developing prior to TOGA. In situ sea level data continue to provide important model validation, particularly as sea level variations represent an integral, low baroclinic mode response to wind forcing and thermodynamic ad-

justments. With the advent of satellite altimetry, giving the spatial coverage not possible with in situ instrumentation, sea level may well assume far greater importance for model initialization.

Early studies in TOGA pointed to the advantages of thermal (mass) information vis-a-vis velocity information for ocean model initialization [Moore et al., 1987; Philander et al., 1987]. Hence, in a modeling context, velocity data have been used mostly for validation purposes [e.g., Lecmea and Ji, 1989; Brady and Gent, 1994; Chen et al., 1994b; Fukumori, 1995; Halpern et al., 1995; World Climate Research Program, 1995a]. Various other data sets, such as those for salinity and surface heat fluxes, have also played important though somewhat less critical roles in model development. Consistent with these considerations and with the discussion in section 2.2 of the National Research Council [1994a] ranked measurements in the following order of importance for the purpose of short-term climate prediction: (1) wind stress and SST, (2) subsurface thermal data, (3) sea level and ocean current data, and (4) salinity and atmospheric boundary layer data.

4.2. Improved Wind Analyses for Use in Modelining Studies

4.2.1. Numerical Weather Prediction Products. One of the focuses through the early part of TOGA was the assessment of the quality of various wind stress products. It was known that VOS winds would be useful but likely inadequate, but it was not immediately clear whether improved analysis techniques and improved numerical weather prediction schemes would make up for some of these inadequacies [e.g., Reynolds et al., 1989a]. Harrison et al. [1989] used a tropical ocean general circulation model to diagnose the impact of differences in various wind stress products. They compared simulations of the 1982–1983 El Niño forced by the Sadler and Kilonsky [1985] wind analysis (produced from VOS wind data and cloud drift winds), the FSU wind analysis [Goldenberg and O'Brien, 1981], and three analyses based on numerical weather prediction models (ECMWF, National Meteorological Center (NMC), and Fleet Numerical Oceanography Center (FONOC)). Overall, the research analyses [Goldenberg and O'Brien, 1981; Sadler and Kilonsky, 1985] produced more realistic dynamic responses but less convincing SST results for the equatorial waveguide. Simulations of the mean seasonal cycle and the 1982 1983 El Niño using linear dynamical ocean models [McPhaden et al., 1988b; Busalacchi et al., 1990] yielded similar results with regard to ocean dynamical responses, namely that the research products led to more realistic results. Details aside, one of the most important conclusions of these studies as far as TOGA was concerned was that improved knowledge of the surface wind stress was essential.

Operational atmospheric weather analysis and forecast models routinely merge observations of different
parameters (e.g., temperature, winds, etc.) made at different levels in the atmosphere using different instruments. These analysis and forecast systems produce a dynamically consistent model atmosphere with high temporal and spatial resolution. For this reason the surface wind fields from such systems are often used to force ocean models like that run at NCEP for near real-time tropical ocean analyses. Improving the quality of operational atmospheric model-based wind analyses is therefore an issue of some importance to climate modelers.

Operational centers now routinely use either wind speeds from the DMSP SSM/I instrument and/or vector winds from the ERS-1 and recently launched ERS-2 scatterometers. For example, the U.S. Navy [Phoebus and Gocser, 1991] and NCEP [Yu and Deaven, 1991] use the SSM/I wind speeds, while ECMWF [Gaffard and Roquet, 1995] and NCEP [Peters et al., 1994] use the ERS-1 and ERS-2 vector winds. The SSM/I wind speeds are converted to vector winds using directions assigned from either the model forecast or a combination of the forecast and available data. Phoebus et al. [1994] reported that the greatest impact of the SSM/I was in the tropics and at higher latitudes along the meteorological storm tracks. Gaffard and Roquet [1995] found that the ERS-1 and ERS-2 vector winds improved the analyses in the southern hemisphere and had some positive impact in the short-range forecast.

TAO data are also used in operational weather forecast systems. Impact studies done at ECMWF, as reported by Anderson [1994], showed that differences between ECMWF analyses with and without TAO winds could exceed 3 m s⁻¹, although typical differences were less. In addition, the impact of TAO observations tended to weaken significantly if the model was not reinforced with new TAO observations every 6 hours. Anderson [1994] pointed out that, in general, single level surface data like those from TAO buoys can be expected to have a relatively low impact on the atmospheric weather analyses. Reynolds et al. [1989a] reached a similar conclusion in a comparison of surface winds from the buoys with the winds from several different operational analyses. They found that the analyses looked more like each other than like the data. However, the models themselves have problems, as pointed out in a study by Williams et al. [1992]. They compared wind profile data at Christmas Island with the ECMWF forecast model and found that the model and the data were consistent above 1.5 km but not below this level. The model winds at these lower elevations were too weak and did not properly turn with height. This result suggests that there are problems in the model tropical boundary layer and that model and analysis systems need to be improved to optimize assimilation of tropical surface winds.

Recently, TAO and other TOGA-related data sets have been incorporated into atmosphere reanalyses at NCEP, ECMWF, and NASA Goddard Space Flight Center. These decade-long, internally consistent model analyses are produced using state-of-the-art numerical models, assimilation systems, and the most complete data sets available from historical archives [e.g., Schubert et al., 1993; Kalnay et al., 1996]. These analyses are valuable for providing initialization and validation fields for coupled model predictability studies, for determining the sensitivity of atmospheric models to slow variations in the surface boundary conditions, and for diagnostic studies of atmospheric variability. Evaluations of these reanalyses products are currently underway [e.g., Saha et al., 1995; Small and McPhaden, 1996].

4.2.2. Blended products using buoy, ship, satellite winds, and/or model output. Availability of TAO data has led to efforts to develop improved surface wind analyses for ocean modeling through blending of buoy data with ship winds, satellite winds, and/or model output. Two studies illustrate this approach and the impact that TAO data make on such analyses. Menkes and Busalacchi [1995] performed a series of linear ocean model hindcasts for the equatorial Pacific using two baseline forcing functions over the period 1982-1993. The first, denoted CMP9, was based on winds derived from the NCEP medium-range forecast model as forced by observed SST but without incorporating any surface wind data or other meteorological data via an assimilation/analysis cycle. The other baseline wind product was the FSU winds. Beginning in November 1992, the FSU analyses incorporated TAO observations in increasing numbers (see Appendix B, section B1), but it is difficult to quantify the weight they were given in the subjective FSU analysis. Two combined data sets, CMP9 plus TAO and FSU plus TAO, were constructed by optimally interpolating the monthly TAO wind observations to each baseline forcing. Wind observations at each TAO location were converted to wind stress using the stability dependent parameterization of Liu et al. [1979]. Four sea level simulations were then performed and evaluated against tide gauge sea level measurements, gridded fields of TOPEX/POSEIDON sea level, and TOGA TAO dynamic height anomalies across the equatorial Pacific Ocean.

The impact of TAO winds was characterized as a function of the increasing number of TAO observations with time. It was shown that the incorporation of a few TAO observations into the CMP9 wind product from 1987 onward compensated for the erroneously weak winds in the central and eastern equatorial Pacific and subsequently led to improved simulations (Figure 17). Similarly, the TAO observations also had a positive impact on the FSU simulation, both in terms of phase and amplitude, suggesting that the TAO observations be given greater weight in the FSU analysis. The impact of TAO observations in the 1990s, when the TAO array was reaching full deployment, was such that the improved simulations forced by FSU plus TAO and CMP9 plus TAO winds were quite similar, in contrast
to earlier periods in the 1980s when the FSU and CMP9 simulations were very different.

A similar study was done by Reynolds et al. [1995] for the period April 1992 to April 1994. However, in this study they used the FSU product as well as two different monthly products: the lowest sigma level winds (roughly 40 m in height) from the NCEP operational medium-range forecast model with atmospheric data assimilation and ERS-1 wind stresses computed at a height of 10 m using the algorithm of Freilich and Dunbar [1993]. An objective analysis procedure [see Lorenc, 1981] was used to correct each of the wind fields with TAO data. Comparison of the corrections showed that all analyses tended to have zonal wind stresses that were too weak relative to TAO in the eastern tropical Pacific (Figure 18). Of the three wind products, however, the FSU analysis was in best agreement with TAO. NCEP stresses were too weak (i.e., consistently negative differences with TAO) during roughly the first half of the comparison period, although there appeared to be some improvement in the NCEP winds over the second half of the record. Conversely, the ERS-1 stresses were consistently too weak relative to TAO for the entire period. Reynolds et al. [1995] also used an ocean model to evaluate the impact of these different wind products. However, in contrast to Menkes and Busalacchi [1995], they used the general circulation model reported by JT et al. [1995] both with and without the assimilation of thermal data. Results showed that assimilation was able to compensate for wind stress differences. Without assimilation, though, the ocean model was more affected by the different wind stress forcing. In particular, it was possible to clearly determine that ERS-1 zonal wind stresses were too weak in the eastern equatorial Pacific. However, the differences in the model fields compared to observations could not clearly identify which of the remaining three products (NCEP, FSU, and NCEP corrected by TAO) was superior. The Menkes and Busalacchi [1995] and Reynolds et al. [1995] studies differ because different wind stress fields and different models were used. However, in combination these studies indicate that TAO data have the strongest
positive impact on the wind stress fields that are most independent of the mooring data.

4.3. Assimilation of Temperature Data Into Ocean Models

Implementation of the TOGA observing system provided unprecedented opportunity for studying large-scale, low frequency climate variability through the application of data assimilation techniques in combination with simple and complex tropical ocean models. Keys to achieving this were the vastly improved data coverage from the TOGA observing system, more effective data management strategies allowing rapid access to observations, order-of-magnitude improvements in computing capacity and resources, and improvements in ocean models.

Prior to TOGA, most oceanic observations were obtained from VOS lines, a handful of moorings and circulation drifters, and occasional research cruises. With the exception of SST, which could also be retrieved from satellite, it was essentially impossible to produce basin-scale ocean analyses from observations alone. With increased data coverage during TOGA, including a greatly enhanced volunteer observing ship network and the TAO array in the equatorial Pacific, regular and routine subsurface ocean analyses became possible. Several centers, including the El Niño Monitoring Center of the Japan Meteorological Agency (JMA), NCEP, the Joint Environmental Data Analysis Center in the United States, and the Bureau of Meteorology Research Center (BMRC) in Australia, began routinely producing monthly subsurface maps, particularly for the tropical Pacific.

All the data analysis and assimilation systems depend on knowledge of the amplitude and spatial and temporal scales of variability. Scale analyses, such as those of Meyers et al. [1991], Festa and Molinari [1992], and Kessler et al. [1996], provided estimates of signal levels versus unresolvable noise as well as estimates of the spatial and temporal covariance of the resolvable signal (which allow realistic scales for interpolation to be set). While the practical application of such information is not always straightforward, particularly when the first guess is provided by a dynamical model, it does nevertheless represent the fundamental basis for most of the applications described below.

One example is the subsurface ocean analysis system developed at BMRC of Australia [Smith et al., 1991; Smith, 1995a]. This system uses optimal interpolation and a simple statistical forecast model to produce global upper ocean temperature analyses at periods from 10 days to 2 months, utilizing data from XBTs and TOGA-TAO. All quality control is objective [Smith, 1991] on the basis of information derived from the statistical interpolation. The shorter-period analyses were shown to retain all the important low-frequency, largescale information of the bimonthly analyses (the analysis period upon which much of the TOGA observations were planned) as well as much of the interesting high-frequency fluctuations [Smith, 1995b]. Over monthly periods for the last half of TOGA, the estimated root-mean-square (rms) error variance in the 20°C isotherm analysis was typically 4 m (equivalent to around 0.3°C). Achieving such accuracy was a remarkable accomplishment, considering the low expectations for the measurement of subsurface thermal structure during TOGA as reflected in Table 4.

Dynamic ocean models have been used to simulate basin-scale ocean circulations long before TOGA. While such simulations did not usually ingest ocean information, they did represent an alternative route to ocean analyses, whereby information in the applied surface boundary forcing (principally the wind stress) was used to indirectly infer the state of the ocean. The main problems with model simulations were the poor quality of surface forcing, because of a lack of wind observations over the open ocean, and errors in the ocean model physical parameterizations. Limited in situ observations were primarily used for validation of model results. Although the quality of surface winds has improved steadily, especially since the TOGA observing system increased surface wind observations in the tropi-
tical Pacific, errors in the winds and in ocean models still significantly limit the accuracy of the simulations [Ji and Smith, 1995]. One way to compensate for errors in wind stress forcing and ocean model physics is to use data assimilation techniques to combine observations and model fields to yield the best possible estimate of the ocean state.

Data assimilation has been an active area of research from well before TOGA, although most practical applications were in the field of meteorology. Advances in ocean data collection, communication, and modeling in the late 1970s and early 1980s made ocean data assimilation a feasible option. Several studies have examined the problem of ingesting ocean subsurface data into simpler, linear, shallow water models of the tropical ocean [e.g., Moore, 1989, 1990, 1992; Moore et al., 1987; Moore and Anderson, 1989; Steinbaum and Anderson, 1990a, b; Hao and Ghil, 1994; see also Busalacchi, 1996; Stockdale et al., this issue]. All these studies showed that subsurface sampling as practiced during TOGA could be used to correct model and wind-forcing errors and that the time taken for correction was only a month or so, owing to the rapid communication of information by equatorial waves.

An early attempt to produce routine ocean analyses utilizing an ocean data assimilation technique was a system developed by Leetmaa and Ji [1989] for the tropical Pacific. This system used wind-forced ocean model simulation as a first guess and combined the observations collected during a period of 1 month with the model field using the optimal interpolation. The data assimilation procedure was done monthly.

The main advantage to the model-based analyses is that large areas of data void are filled in by model dynamics. The main drawback to the sequential initialization method is that the data assimilation can introduce a strong shock when corrections are applied to the model fields, as discussed by Moore [1990]. Also, for models integrated forward in time until the next data assimilation cycle without continuous constraint by observations, model fields will drift toward the model's own equilibrium state. Hence a “sawtooth” pattern in the time history of the analyses is sometimes obvious [e.g., Hayes et al., 1989a].

A data assimilation system developed by Derber and Rosati [1989] was a significant improvement over earlier ocean analyses. This system is based on a variational method in which assimilation is done continuously during the model integration. Corrections to the model are spread over a long period of time; thus change to the model temperature field during each model time step is incremental. This significantly reduces the impact to the dynamical balances of the model fields and also keeps model fields from drifting toward their own climate. Further, an observation is retained in the model for a long period of time (2–4 weeks), weighted by the difference between the model time and the observation time during each assimilation time step. This procedure significantly increases the influence of observations to compensate for the lack of spatial and temporal data coverage in many areas. The drawback in doing this is that it tends to limit the analyses to resolving only large spatial scales and low-frequency phenomena [Halpern and Ji, 1993].

An operational model-based ocean analysis system based on the data assimilation system of Derber and Rosati [1989] has been implemented at the NCEP [Ji et al., 1995]. Real-time observations from satellite, VOS ships, and drifting and moored buoys are assimilated into an ocean general circulation model to produce near-real-time (weekly mean) Pacific and Atlantic analyses. The near-real-time NCEP ocean analysis system is forced with weekly averaged surface winds produced by the NCEP operational atmospheric analyses. Retrospective monthly Pacific Ocean reanalyses have also been generated at NCEP by forcing the ocean model with historical monthly wind-stress analyses produced at Florida State University [Stricker et al., 1992] and incorporating additional delayed mode data not available in real time [Ji and Smith, 1995].

Shown in Figure 19 is the time history of the depth of 20°C isotherm anomalies along the equator in the Pacific for 1982–1995. The thermocline anomalies produced by the ocean analysis system (Figure 19, middle) showed variability in the central and western Pacific stronger than that produced by a model forced with the FSU winds without data assimilation (Figure 19, right). Comparisons with in situ observations of moorings and tide gauges suggest that the model-based analyses are of higher accuracy than the wind-forced simulation [Ji and Smith, 1995]. These studies show that even when using a high-quality wind stress forcing and a state-of-the-art ocean general circulation model, ocean data assimilation can still further improve the quality of analyses by compensating for errors in the forcing and model.

Also shown in Figure 19 (left) are the 20°C isotherm depth anomalies from the BMRC subsurface analysis system, which is based on statistical analyses rather than dynamical model analyses [Smith, 1995b]. It should be noted that the NCEP and BMRC systems have quite different approaches to quality control (subjective versus objective) and to assimilation/interpolation (continual insertion with variational constraints versus sequential single-period optimal interpolation). The analyzed peaks and depressions of the thermocline depth from the NCEP and BMRC systems are generally similar (e.g., the peak anomalies of the 1982–1983 and 1991–1992 warm and 1984 cool events), as should be expected since they are essentially based on the same data sets. There are, however, some significant differences; the NCEP analysis of the 1984 cooling is characterized by a coherent west-to-east evolution, whereas the BMRC analysis shows essentially in-place cooling. Such differences reflect the different modes of interpolation; the dynamic system has theoretical advantages for transferring information within the equa-
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Figure 19. Anomalous depth of the 20° isotherm along the equator for the Pacific produced (left) by BMRC, (middle) by the NCEP ocean analysis system, and (right) by an ocean model simulation forced with monthly surface wind analyses from FSU. The contour interval is 10 m. Anomalies greater (less) than 20 m (–20 m) are indicated by dark (light) shading. From Ji and Leetmaa [1997].

A promising way of improving tropical ocean model-based analyses is through the assimilation of altimetry data [see, e.g., Arnaud and Perigaud, 1992]. This requires projection of sea level variability onto baroclinic ocean thermal structure, which can be readily done by developing empirical relationships between the two variables [e.g., Robert et al., 1985; Carton et al., 1996]. Advanced techniques such as the Kalman filter and the adjoint method have been used to assimilate Geosat and TOPEX/POSEIDON altimetry data into simple reduced-gravity models [e.g., Gourdeau et al., 1997; Greiner and Perigaud, 1994, 1996; Fu et al., 1993, Fukumori, 1995]. Impact studies of altimetry assimilation on ocean general circulation model based analyses have also been performed Carton et al., 1996; [Fischer et al., 1997].

Assimilation of observations obtained from the TOGA observing system not only provides means to produce much improved ocean analyses, it also provides a great opportunity for improving the definition of the initial ocean fields for prediction of ENSO using coupled models. This is discussed in section 4.4. Analyses such as those described above have also found a wide range of other applications. For example, Lukas et al. [1995] studied the large-scale variations of the Pacific Ocean during TOGA COARE using the NCEP subsurface analyses, providing a context for the analysis of observations of air-sea interaction in the intensive flux array. The use of model-based analyses for process studies is now quite common in meteorology, and the advances in ocean analysis and assimilation during TOGA will assist in making such applications more common in climate studies.

Finally, analysis systems have been used to examine the design of the TOGA subsurface observing system. Miller [1990] investigated the impact that ocean thermal data (processed to estimates of dynamic height) might have in hindcasts of sea level in the equatorial Pacific. His results suggested that the TAO array would positively impact on hindcasts of monthly mean sea level. Smith and Meyers [1996] have examined the relative impact of XBT and TOGA-TAO data for moni-
toring tropical Pacific Ocean thermal variability. They concluded that for the last half of the TOGA period, over the region 20°S–20°N, the net information content of the systems were comparable in magnitude, each contributing the equivalent of around 300 independent subsurface samples per month.

4.4. Initialization of Coupled Ocean-Atmosphere Models for Climate Forecasting

ENSO prediction depends strongly on the accuracy of the ocean initial conditions. Three different methods are presently used for initialization of the ocean for ENSO predictions using coupled ocean-atmosphere models. The first method, used by Cane et al. [1986], is to spin up the ocean using the observed surface wind history prior to the initiation of a forecast. A second method uses assimilation of subsurface temperature data together with surface wind forcing to achieve better defined subsurface ocean states. This is done at the NCEP [Ji et al., 1994] and at the Geophysical Fluid Dynamics Laboratory (GFDL) [Rosati et al., 1997]. A third method developed at BMRC utilizes both wind and subsurface data jointly to initialize a coupled model through an adjoint data assimilation method [Kleeman et al., 1995].

Assimilation experiments described in the previous section illustrated the need to assimilate data in such a way that initialization "shock" is minimized. On the other hand, these studies demonstrated the potential impact of data assimilation on the forecast of eastern equatorial Pacific SSTs several seasons into the future. Ji and Leetmaa [1997], for example, compared results from forecast experiments initiated from ocean initial conditions produced with data assimilation and produced with wind forcing alone, using the NCEP coupled ocean-atmosphere forecast model [Ji et al., 1994]. Shown in Figure 20 are temporal anomaly correlation coefficients (ACC) and root-mean-square (rms) errors as a function of forecast lead times for area-averaged SST anomalies between forecasts and observations for an eastern equatorial Pacific region (120°W–170°W, 5°S–5°N). The forecasts were initiated monthly for the period of 1983–1993. This comparison demonstrates convincingly that data assimilation has a significant positive impact on improving ENSO forecast skill. Ji and Leetmaa [1997] also showed forecast skills using ocean initial conditions produced with assimilation of XBT data alone and with assimilation of both XBT and TAO buoy data. The results indicate significant positive impact of the TAO buoy data, largely due to the vastly improved spatial and temporal data coverage by the TAO array in the tropical Pacific.

Kleeman et al. [1995] also demonstrated how enhanced forecast skill could be achieved in an intermediate coupled model by improving the initial conditions for upper ocean heat content. In this study the adjoint for the ocean component of the coupled model was used to improve the ocean initial conditions by finding a condition that was consistent with both the wind forc-


Figure 20. (left) Anomaly correlation coefficients and (right) rms errors between forecasts and observations for area-averaged SST anomalies in the eastern equatorial Pacific region between 170°W–120°W and 5°S–5°N. Solid (dash-dot) lines are for forecasts initiated from ocean initial conditions produced with (without) subsurface data assimilation.
ing and the subsurface ocean thermal data. Two sets of experiments were performed for the period January 1982 through October 1991. In the first experiment the ocean initial conditions were obtained by forcing the ocean model with the FSU winds. This initialization procedure was consistent with that of Cane et al. [1986], and similar forecast skill scores were obtained. In the second experiment improved initial conditions were obtained by using analyzed subsurface temperature anomalies averaged over the upper 400 m of the water column [Smith, 1995b] for the 12 months prior to initiating a coupled forecast. The use of the ocean data assimilation in this case led to notable increases in forecast skill.

Altimetry data, in addition to upper ocean thermal data, likewise have the potential for improving the skill of short-term climate predictions. [Fischer et al., 1997; M. Ji, R. W. Reynolds, and D. W. Bahringer, Use of TOPEX/POSEIDON sea level data of ocean analyses and ENSO prediction: Some early results, submitted to the Journal of Climate, 1998]. In one set of experiments, for example, sea level data from TOPEX/POSEIDON were added to the XBT and TAO ocean model assimilation system of Ji et al. [1995]. The sea level data improved the agreement of the model sea level with independent tide gauge data and led to a more realistic forecast of tropical Pacific SSTs. On the other hand, predictability experiments using the Zebiak and Cane [1987] coupled model indicated that forecast errors were not reduced by using altimetry data for ocean model initialization [Cassou et al., 1990]. Thus, the utility of altimetry for initialization is model dependent, so that more research will be required to fully exploit altimetry for ENSO prediction.

In the previous initialization studies the oceanic component was first forced by observed wind stress and adjusted by assimilating subsurface thermal observations. Subsequently, the model-simulated SST was used to force the atmospheric component. However, a potential problem with this common approach is that since there are no interactions allowed between the oceanic and atmospheric components during initialization, the coupled system is not well balanced initially and may experience a shock when the forecast starts. Further, the imbalances between the mean states of the oceanic initial conditions and the coupled model contribute to systematic error of the forecast fields [Leetmaa and Ji, 1995]. In the study by Chen et al. [1995], initial conditions for the Cane and Zebiak [1985] model are generated in a self-consistent manner using a coupled data assimilation procedure. Initial conditions for each forecast are obtained by running the coupled model for the period from January 1964 up to the forecast starting time. At each time step prior to the forecast a simple data assimilation procedure is used whereby the coupled model wind stress anomalies are nudged toward the FSU wind stress observations. In this manner the coupled model itself is used to dynamically filter the initial conditions. Initialization shocks are reduced by providing a better balanced set of ocean-atmosphere initial conditions for the coupled forecast.Previously, the ocean initial conditions contained considerable high-frequency energy when forced by the FSU wind stress anomalies. The influence of the coupled model in the new initialization preferentially selects the low-frequency, interannual variability. This approach also results in a shallower thermocline in the western equatorial Pacific during most ENSO warm events with important implications for improved forecasts of warm event termination. Moreover, the coupled approach to initialization eliminates the springtime barrier to prediction that characterizes most coupled forecast schemes.

Recently, decadal-scale variability in the forecast skill has been noted in coupled models. Chen et al. [1995], for example, found that for the period 1982–1992, forecast skill was generally high for lead times of 12–24 months. Conversely, for the period 1972–1981, forecast skill was generally low for lead times longer than a few months. Balmaseda et al. [1995] also found generally higher predictability in the 1980s compared to the 1970s, and Goddard and Graham [1997] described reduced predictability associated with the 1993 and 1994–1995 El Niños relative to El Niños during 1982–1992. ENSO variations in the 1980s were generally stronger than those during the 1970s or during 1993–1995, suggesting that stronger ENSO events may be easier to predict than weaker events. It is also likely that the present generation of prediction models does not adequately represent the full range of physical processes responsible for the ENSO cycle or the interaction of ENSO with decadal time scale variations. These limitations could contribute to decadal fluctuations in predictability as well.

Although most data assimilation efforts in support of coupled models have focused on improving initial conditions, data assimilation techniques such as the Kalman filter have also been used as a means of parameter estimation in simple coupled models. In idealized versions of intermediate coupled models, there exist key parameters that govern the coupling strength between SST and the surface winds and the relation between the depth of the thermocline and the temperature of the water entrained into the ocean mixed layer. The particular values of these coefficients tend to determine the behavior of the coupled mode characteristic of the system. Similar to the way in which assimilation techniques have been used to estimate parameters such as the phase speed in shallow water models, the work of Hsu and Ghil [1994] demonstrated how subsurface thermal data from the TAO array could be assimilated into coupled models to guide the proper estimation of key model parameters.

5. Discussion and Conclusion

The preceding sections have described the evolution of the TOGA observing system and how it has contributed to scientific progress in studies of short-term
climate variability during the TOGA decade. Development of this observing system was a major technological achievement, which revolutionized climate monitoring programs by stimulating increased demand for real-time ocean data delivery. The data from this observing system were essential to fostering advances in many aspects of TOGA research, including the following: (1) documentation of the ENSO cycle and related phenomena, such as the mean seasonal cycle and intraseasonal variability, with unparalleled resolution and accuracy; (2) testing of ENSO theories, such as the delayed oscillator; (3) development of new theoretical concepts relating to ocean-atmosphere interactions on seasonal-to-interannual timescales; (4) development of oceanic, atmospheric, and coupled ocean-atmosphere models; and (5) development of ocean data assimilation systems for improved climate analyses and for initializing climate prediction models. In short, measured against the goals of TOGA stated in section 1, the TOGA observing system was a tremendous success.

It is fortuitous that TOGA spanned a decade in which there was both a large swing from El Niño to La Niña conditions (1986–1989) and a period of prolonged anomalous warming (1991–1995). The dramatic change from El Niño to La Niña during the first half of TOGA heightened awareness about the importance of the cold phase of the ENSO cycle [e.g., Trenberth and Branstator, 1992; Halpert and Ropelewski, 1992] and afforded the opportunity to examine sharp contrasts between extreme climatic conditions in the Pacific and their impacts worldwide [e.g., Palmer et al., 1992]. On the other hand, the period 1991–1995 was unprecedented when viewed in the context of modern instrumental records dating back to the last century. The warm conditions evident during 1991–1995 have been interpreted as a single warm phase ENSO event, in which case it would be the longest in the past 100 years [Trenberth and Hoar, 1996]. An alternative interpretation is that 1991–1995 was characterized by three distinct warm events [Goddard and Graham, 1997], implying a recurrence rate significantly higher than the average 3–4 years expected from historical records. Either interpretation identifies 1991–1995 as unique in the modern record.

It is interesting to compare the evolution of warm events in Plate 1 with the Rasmussen and Carpenter [1982] composite, which is based on El Niño events from the 1950s to the 1970s. Rasmussen and Carpenter [1982] suggested that anomalous surface warming occurs first off the South American coast, peaking in March–May, then progresses westward along the equator into the interior basin, reaching a “mature phase” in December–February. Subsequently, warm SST anomalies and associated westerly wind anomalies weaken and eventually disappear by the following May. There were features common among the El Niño events observed during TOGA, such as anomalous warming in the equatorial cold tongue and large-scale weakening of the trade winds in the central and western Pacific. However, like the 1982–1983 El Niño prior to TOGA, none of these warm events evolved strictly according to the canonical Rasmussen and Carpenter [1982] composite.

Significant differences in duration, phasing, and spatial warming patterns observed during events of the 1980s and early 1990s defy easy categorization. Most pronounced warmings in the eastern and central Pacific in the 1990s, for example, occurred in boreal winter 1991–1992, boreal spring 1993, and boreal fall 1994. This disparate timing of maximum warm anomalies raises questions about the dynamical links between the seasonal cycle and the evolution of El Niño. Moreover, South American coastal warming did not generally precede maximum SST anomalies in the equatorial cold tongue, as in the Rasmussen and Carpenter [1982] composite. Deser and Wallace [1987] had earlier found that coastal warmings appear to be only loosely coupled to the broader basin-scale manifestations of El Niño, a result that appears also to apply to warm events observed during the TOGA decade. Also, considering the 1993 and 1994 1995 warmings as separate events, their duration was significantly shorter than the norm of 12 18 months for El Niño of the past.

Consistent with the complexity of the observed interannual variability, tests of ENSO theories using data prior to and during the TOGA decade suggest that more than one set of mechanisms can give rise to ENSO timescale warm and cold events in the tropical Pacific. The delayed oscillator theory, for example, can often, but not always, be invoked to explain the termination of ENSO warm events. On the other hand, delayed oscillator physics cannot generally account for the onset of warm ENSO events. New physical hypotheses are being formulated regarding the ENSO cycle, based on the failure of existing theories to explain the full range of observed variability.

The unusual warm conditions prevailing near the date line in the equatorial Pacific during 1991–1995 raise questions about the relationship between the ENSO cycle and decadal timescale variability. The persistent warm anomalies are the reflection of a decadal timescale variation that has higher latitude manifestations in North and South Pacific SSTs [e.g., Latif et al., 1997; Wallace et al., this issue; Zhang et al., 1997]. This decadal mode may result from decadal modulations in the intensity and/or frequency of ENSO events, or it may be a mode of coupled ocean-atmosphere variability with dynamics distinctly different from those of ENSO. In either case the decadal timescale of this variation and its manifestations at higher latitudes suggest a link to decadal timescale processes that maintain the equatorial thermocline [Fine et al., 1987; McPhaden and Fine, 1988]. These processes involve the ocean thermohaline circulation which couples the tropical ocean to the subtropical and higher latitude North and South Pacific Ocean [e.g., McCreary and Lu, 1994; Lu and McCreary, 1995]. Decadal timescale variations in the overlying atmospheric circulation at midlatitudes [Trenberth and Hurrell, 1994; Latif and Harnett, 1995; Zhang
et al., 1997] alter patterns of air-sea heat exchange, providing a mechanism by which the formation of thermocline water masses can be affected in density surface outcrop regions [Miller et al., 1994]. A theory for self-sustaining decadal time scale oscillations involving ocean-atmosphere interactions and heat transports between the tropical and extra-tropical oceans has been proposed recently by Gu and Philander [1997].

Observed variability during TOGA also suggests a possible connection between El Niño and global warming. Average SSTs in the tropical Pacific were unusually high during the 1980s and 1990s, at the same time that there was a trend for warmer global surface air temperature. The tropical Pacific SSTs were warmer because of a greater intensity, frequency, and/or duration of warm ENSO events. Two recent studies [Kumar et al., 1994; Graham, 1995] based on atmospheric model simulations forced with observed SSTs for the 1980s and 1990s suggested that the warming of global surface air temperature for this period may have been induced by the warming of SST in the tropical Pacific. Tropical Pacific SSTs in these simulations were prescribed from observations; however, it is possible that the character of ENSO changed and that SSTs were warmer because of anthropogenic greenhouse gas warming [Trenberth and Hoar, 1996]. There is no consensus on this issue, and recently, Cane et al. [1997] argued that global warming should lead to a cooling of the tropical Pacific. Clearly, resolution of the questions concerning ENSO, decadal variability, and anthropogenic greenhouse gas warming will require considerably more research.

TOGA demonstrated the synergy that can emerge from the combined use of data and dynamical models. As a measure of progress, prior to TOGA, there was no system of routine data assimilation for tropical ocean climate analyses and no routine short-term climate prediction efforts. However, during TOGA, models were used to help design the observing system, and data from the observing system were then used to foster model development and to initialize models for short-term climate prediction. Now many ENSO prediction modeling groups have been established [National Weather Service, 1997], and prediction models, initialized with TOGA data sets, show significant skill for lead times of up to 1 year. The skill of these predictions is likely to improve as we learn more about the underlying dynamical processes involved in ENSO and as models and assimilation systems improve.

TOGA also demonstrated the synergy that can emerge from the combined analysis of satellite and in situ measurements. In situ measurement systems provide high-accuracy information on both surface and subsurface ocean variability, the latter of which is not directly accessible to satellites. In situ measurement systems also provide necessary data for ongoing calibration and validation of satellite retrievals. The strength of the satellite data, on the other hand, is their near-global coverage and uniform time-space sampling characteristics. Unfortunately, the full potential for satellite missions for climate research during TOGA was not realized in part because most of the satellite missions were sponsored for reasons other than climate research and some (like TOPEX/POSEIDON) were originally intended as one-time experimental missions. Similarly, the launch of NSCAT was so often delayed that eventually it fell outside the TOGA time frame. Coordination between agencies and countries sponsoring satellite missions did not always succeed because of uncertainties in funding, payload development, and launch dates. This lack of coordination led to a 2-year gap in altimeter measurements between the U.S. Navy Geosat mission and the ERS-1 mission. Nonetheless, the tremendous value of those satellite data that were acquired during TOGA bodes well for the future application of satellite measurements to ocean climate studies.

As a result of TOGA, we are now entering a new era of climate research and forecasting. The World Climate Research Program (WCRP) has embarked on a 15-year (1995-2010) study of Climate Variability and Predictability (CLIVAR), one element of which, the Global Ocean-Atmosphere-Land Studies (GOALS) program focuses on seasonal-to-interannual variability [National Research Council, 1994b; World Climate Research Program, 1995b]. Also, a newly instituted International Research Institute for Climate Prediction (IRI) will begin to issue routine short-term ENSO forecasts, conduct research on ways to improve those forecasts, and help to coordinate the use of the forecast products for various socioeconomic applications [International Research Institute for Climate Prediction Task Group, 1992]. Likewise, some national meteorological centers are already routinely issuing climate forecasts [e.g., National Centers for Environmental Prediction, 1996], and others intend to do so in the near future.

The success of these research and forecasting activities requires that essential elements of the TOGA observing system be continued for the foreseeable future. Explicit guidance on the development of post-TOGA climate observing systems is contained in the reports of various planning committees that have considered the observational needs of future climate programs [e.g., National Research Council, 1994b; Ocean Observing System Development Panel, 1995]. These reports are unanimous in their recommendations to continue the observing system developed under TOGA in support of short-term climate prediction. For some components of the observing system this may require transfer of the responsibility for long-term, systematic measurements from the research community to the operational oceanographic and/or meteorological communities. Effecting this transition will be challenging because there is no precedent for institutionalizing an observing system built entirely within the framework of a climate research program.

The need for long-term support of critical climate measurements has motivated planning for the Global Climate Observing System (GCOS) as well as the climate module of the Global Ocean Observing System.
(GOOS). These emerging international programs, modeled loosely on the World Weather Watch for weather forecasting, are intended to foster and coordinate measurements for a wide range of climate applications. As national commitments were essential in developing the TOGA observing system, so will they be essential in maintaining the observing system after TOGA. GOOS and GCOS are at different stages of evolution in different countries involved in supporting climate observations, complicating coordination at the international level. However, CLIVAR and GCOS/GOOS have recognized the merits of collaboration to ensure that an effective post-TOGA observing system is maintained. Therefore, in the near term, it is almost inevitable that the post-TOGA observing system will be maintained under a mix of research and operational support.

In the meantime it is of paramount importance that the existing data stream not be interrupted. Tremendous effort was expended in developing an adequate infrastructure to support the collection of critical data sets during TOGA. This infrastructure, involving cooperative relationships between research institutions and government agencies in several countries, was established through painstaking evaluation and oversight by the international scientific community over the course of 10 years. This infrastructure is fragile; premature curtailment or disruption of observational efforts could have disastrous and long-lived effects on the development of future climate observing systems. Thus a conservative approach must be adopted in recommending changes to either observational strategies or to the organizational framework in which the observations are supported. Conservatism does not imply that the observing systems for post-TOGA climate studies should be static in their design, though. On the contrary, the observing system should be flexible enough to take advantage of new advances in technology. Likewise, it is essential that there be ongoing assessments of the observing system design and that these assessments be guided by scientific priorities.

Much of this paper has dealt with the TOGA observing system in the tropical Pacific, where TOGA focused its effort as a first priority. Clearly, adequately observing the tropical Pacific was a sine qua non for making progress on understanding and predicting ENSO. In contrast, scientific questions relating to the climatic impacts of ocean-atmosphere interactions were not as thoroughly explored in the other two ocean basins, and resources were too limited to allow for uniform development of observing system components throughout the global tropics during the TOGA decade. Nonetheless, as a consequence of TOGA, our understanding of ocean-atmosphere interactions in the Indian and Atlantic Oceans has significantly improved. New hypotheses have emerged, such as the role of the Indian and east Asian monsoons in ENSO [e.g., Webster and Yang, 1992] and the role of both Pacific and Atlantic SST variations in affecting climate in the Atlantic basin [e.g., Servain, 1991; Zebiak, 1993; Delecluse et al., 1994].

Also, while there is ongoing debate about the origin of ENSO-related SST anomalies in the North Pacific and their effects on climatic variability over North America [e.g., Lau and Nath, 1994], even stronger decadal timescale variations in North Pacific SSTs have recently been documented [e.g., Zhang et al., 1997]. The relationship of these decadal variations to ENSO and to global climate variability, in general, needs to be better understood. Thus geographic expansion of in situ observational efforts should be carefully considered as part of the post-TOGA climate research agenda.

Appendix A: A Rude Awakening

The need for an improved climate observing system was underscored during the planning stages of TOGA in the early 1980s, when the scientific community was caught completely off guard by the 1982–1983 El Niño, the strongest in over a hundred years. This El Niño was neither predicted nor even detected until several months after it had started. At the time, most in situ oceanographic data were available for analysis only months, or in some cases years, after they had been collected. So only a handful of scattered reports from islands and volunteer observing ships were available to track conditions in the equatorial Pacific in real time (delay of less than a day) or near-real time (delay of less than a month). Some SST reports were extraordinarily high and suggestive that an El Niño event might be underway. However, they were discounted as erroneous for several reasons. One reason was that there had been no "buildup" of sea level in the western Pacific by stronger than normal trade winds prior to 1982, presumed to be a necessary precursor of El Niño [Wyrtki, 1975]. Also, there had been no warming off the west coast of South America in early 1982, considered to be part of the normal sequence of events characterizing the evolution of El Niño [Rasmussen and Carpenter, 1982].

To complicate matters, in situ data were rejected from blended satellite/in situ SST analyses produced operationally by the U.S. National Centers for Environmental Prediction (NCEP), then known as the National Meteorological Center (NMC). These analyses indicated that the equatorial Pacific SSTs were near normal, or even slightly colder than normal, during much of 1982. However, the effect of the March–April 1982 eruptions of the Mexican volcano El Chichon on satellite SST retrievals was not fully appreciated at the time. These eruptions injected a cloud of aerosols into the lower stratosphere, where prevailing winds spread it around the globe at low latitudes within 3 weeks. The aerosols, whose effects were not included in algorithms to convert observed satellite radiances to SSTs, led to cold biases of several degrees centigrade in the satellite SST retrievals. Cloud detection algorithms interpreted these retrievals as cloud contaminated and replaced them with climatological mean SSTs. In situ data were then rejected be-
cause they differed so greatly from the satellite analyses, which were strongly biased toward climatology. It was only after reports from the R/V Conrad in September–October 1982 that the thermocline in the eastern equatorial Pacific was 50–100 m deeper than normal [Toole and Borjes, 1984] that the scientific community realized to what extent existing data sources had misinformed and misled them and likewise how misguided was the notion of a “canonical” El Niño with a fixed pattern of stages from event to event.

Appendix B: In Situ Oceanographic Components of the Observing System—Technical and Historical Background

B1. Tropical Atmosphere Ocean (TAO) Array

The history of moored measurements for climate studies in the equatorial Pacific dates back to the 1970s, when surface current meter moorings were first deployed along the equator as part of the EPOCS program [Halpern, 1987b] and the NORPAX Hawaii Tahiti Shuttle [Wyrtki et al., 1981; Knox and Halpern, 1982]. Based in part on these early successes, original plans in Toga called for a small number of moorings to be deployed near the equator and in gaps between widely spaced XBT lines [U.S. TOGA Office, 1988].

However, the 1982–1983 El Niño highlighted the inadequacy of existing ocean observational networks for climate studies, in part because of the lack of high-quality real-time data by which to monitor evolving conditions in the tropical Pacific Ocean. This realization spurred attempts to develop telemetry systems for deep ocean moorings at NOAA’s Pacific Marine Environmental Laboratory. The most notable development in this regard was the Autonomous Temperature Line Acquisition System (ATLAS) mooring [Milburn and MacLain, 1986; Hayes et al., 1991a], which incorporated many proven design concepts from tautline current meter moorings used in earlier equatorial ocean studies [Halpern, 1996]. However, significant cost savings were achieved by eliminating current meters from the suite of instrumentation and by targeting temperature rather than velocity as the primary oceanographic variable. Elimination of current meters, whose moving parts (rotors, vanes, or propellers) were sensitive to mechanical wear and biofouling in the energetic and biologically productive upper layers of the equatorial Pacific, also extended the expected lifetime of the mooring from 6 months to 12 months. Equally significant, the ATLAS mooring was designed to telemeter air temperature, SST, and subsurface temperature data to shore in real time via Service Argos. In 1986, real-time winds were added to the ATLAS system, adapting earlier design concepts developed for real-time wind measurements from current meter moorings [Halpern et al., 1984]. Relative humidity sensors were added to ATLAS moorings in 1989.

ATLAS sampling and data transmission schemes have evolved with time. The current generation ATLAS telemeters all data as daily averages and, in addition, as hourly values for SST and surface meteorology coincident with three to four satellite overpasses per day. Data are also internally recorded and available upon recovery of the mooring system. A recent assessment of instrumental accuracies indicates errors of about 0.06°C for SST, 0.2°C for air temperature, <0.1°C for subsurface temperature, 0.2 m s−1 for wind speed, and 4% for relative humidity [Mangum et al., 1994; Freitag et al., 1995]. The estimate of wind speed error (unlike the other estimates) does not take into account possible calibration drift for instruments deployed at sea for up to one year. An assessment of this drift is presently underway, and preliminary results suggest that including it may lead to an overall accuracy of about 0.5 m s−1 for wind speed.

The early technical successes of the ATLAS mooring program and the recognized value of the data for short-term climate studies led to multinational plans for a basin-scale expansion of the array during the second half of TOGA [National Research Council, 1990]. This expansion was feasible because the relatively low cost of the ATLAS mooring allowed for its deployment in large numbers and because the 1-year ATLAS design lifetime made for manageable long-term maintenance costs and ship time requirements. The array, dubbed TOGA-TAO [Hayes et al., 1991a], far exceeded in scope what had been originally anticipated as a moored buoy component of the TOGA observing system [U.S. TOGA Office, 1988].

Coordinated with the early ATLAS mooring program, but separate from it, was a parallel effort to develop a long-term array of current meter moorings for TOGA studies in the Pacific [World Climate Research Program, 1990a]. These moorings were concentrated on the equator where direct measurements would be most valuable in view of the limited applicability of the geostrophic approximation. Siting was based in part on historical precedent (i.e., where long records already existed) and the need to sample different hydrodynamic regimes (e.g., cold tongue, warm pool). It became apparent, however, as the ATLAS program expanded, that the current meter mooring and ATLAS mooring programs should be integrated more fully for a variety of technical, logistic, and scientific reasons. Thus, during the second half of TOGA, TAO was configured to include both ATLAS and current meter moorings in a single unified mooring program [McPhaden, 1993a]. Details of current meter mooring design, sampling characteristics, and instrumental accuracies can be found in work by Halpern [1987a, c], McPhaden et al. [1990b], McCarty and McPhaden [1993], Lien et al. [1994], Freitag et al. [1995], Plint et al. [1995], and Weisberg and Hayes [1995].
Wind observations from ships, buoys — December 1994

Figure B1. GTS ship (small solid dot) and buoy (open circles) wind reports used in the Florida State University Pacific surface wind analysis for the month of December 1994. In the latitude band 10°N–10°S a total of 6970 observations were reported; 3809 of these reports (55%) were from TAO buoys (data courtesy of D. Legler, 1997).

Design criteria for the TAO array were based on general circulation model simulations of wind-forced oceanic variability and on empirical studies of space-time correlation scales as described in section 2. The array was built up over time and maintained through a series of research cruises at roughly 6-month intervals. These cruises were necessary to deploy new mooring systems and recover old mooring systems that were close to or past their design lifetimes. The array was completed at the very end of TOGA in December 1994, with deployment of an ATLAS mooring at 8°N, 156°E [McPhaden, 1995].

A subset of the real-time TAO data stream, formatted by Service Argos into World Meteorological Organization (WMO) code, is retransmitted on the GTS. The data are then available to operational meteorological and oceanographic centers around the world. The availability of TAO data on the GTS increased significantly in November 1992 after long-standing problems with the Argos-GTS link were finally resolved; data throughput increased at that time from 10–30% to 80–90% [McPhaden, 1993b].

The rapid growth of the TAO array during the second half of TOGA has led to improvements in the quality of several important operational climate analysis and prediction products. For example, at present approximately half the wind observations used in FSU monthly Pacific wind analyses in the band 10°N–10°S are from TAO buoys (Figure B1). TAO data are also included in the weekly NCEP SST analysis (see section C1). The Comprehensive Ocean Atmosphere Data Set (COADS) [Woodruff et al., 1987], a global compilation of marine observations since 1854, also incorporates TAO data. As of this writing, only those TAO data available from the GTS have been included in COADS.

A COADS reanalysis of data collected after 1980, including a more comprehensive set of delayed-mode TAO data, is planned for the near future [S. Worley, personal communication, 1996].

Development of the TAO array required an extraordinary effort from individuals and institutions in several countries, at the core of which was sustained support provided by the United States, Japan, France, Taiwan, and Korea. As one measure of effort, accumulated over the 10 years between 1985 and 1994, more than 400 TAO moorings were deployed on 83 research cruises involving 17 ships from six different countries, requiring a total of 5.7 years of shiptime. At present, nearly 1 year of dedicated shiptime per calendar year is required to maintain the fully implemented array of nearly 70 moorings. Overall, data return has been >80%, with many sites providing over 90% data return. Regions of data return <80% are found in the far eastern and western Pacific, where vandalism by fishing fleets has been an ongoing problem [e.g., Koehn et al., 1995, 1996]. Scientific use of TAO data has been encouraged by the development of sophisticated data management, display, and dissemination capabilities. These include the TAO workstation and access to the data via anonymous file transfer protocols and the World Wide Web [Sareude et al., 1996].

B2. Drifters

In the early 1970s the Argos Doppler ranging system became operational on National Oceanic and Atmospheric Administration (NOAA) polar orbiting weather satellites, and a cost-effective technique of listening to and locating radio transmitters on the global ocean surface was made available to oceanographers. This spawned the design and construction of a large num-
ber of ocean surface drifters, both for measuring ocean circulation as well as for use as platforms for deploying a variety of meteorological sensors. Throughout the 1970s, typical drifter configurations consisted of a 100–200-kg aluminum surface float and a World War II surplus parachute or 2- × 6-m rectangular window-shade drogue attached with rope and chain to a depth of 110–30 m. Over 1500 of these drifters were released into the Gulf Stream system [Richardson, 1983], and the largest array deployment was in the Antarctic Circumpolar Current, where about 180 drifters were operational during the intensive observation phase of the Global Atmospheric Research Program (GARP) First Global GARP Experiment (FGGE) in 1979–1980 [Hofmann, 1985]. Small arrays of FGGE drifters with drogues were also deployed in the tropical Pacific as part of the EPOCPS program between 1979 and 1987, with the main purpose of understanding eastern tropical circulation.

During the planning phase of TOGA it became clear that accurate global fields of SST, atmospheric pressure and ocean basin-wide patterns of surface circulation were required [World Climate Research Program, 1985] (see also Table 1). A potentially valuable tool was the ArgoS-tracked drifter, but several serious questions arose regarding the feasibility of designing an affordable instrument that could be deployed in global arrays. The drifters used during FGGE were too heavy to be routinely deployed from merchant ships or by air; they were very costly to build and did not retain their drogues longer than several months. No mechanical design improvements had been made to them since 1975. There were no engineering standards or field-verified hydrodynamic models by which to design a Lagrangian drifter in order that its water-following capability could be determined to the accuracy required by TOGA. Finally, the tariffs charged by Service Argos, the firm which had the exclusive right to decode ArgoS location data, would severely limit the extent of a global, long-term deployment. To meet TOGA objectives, a two-pronged program of drifter deployments was developed, as described below.

### H2.1. Surface Velocity Program (SVP)

In 1982 a group of oceanographers and engineers met at the National Center for Atmospheric Research to consider the challenges presented by the WCRP requirements for global ocean and atmosphere monitoring and to determine how a variety of newly designed ocean Lagrangian tools could be used to meet these needs. It was decided that a low-cost, lightweight surface drifter should be developed. Funding for the new drifter development came first from the Office of Naval Research and then from NOAA and the National Science Foundation.

By 1985, competing drifter designs had emerged from the Draper Laboratory, NOAA/Atlantic Oceanographic and Meteorological Laboratory (AOML), and Scripps Institution of Oceanography. The field measurements of the water-following capability of the drifters, with vector-measuring current meters attached to the top and bottom of the drogue, were done over the period of 1985–1989 [Nilser et al., 1987, 1995]. Several modeling studies of drifter behavior in steady upper layer shear and linear gravity wave fields were also done [Chabera et al., 1987; Chereskin et al., 1989]. These studies provided a rational basis for the interpretation of the drogue slip measurements in the field. A TOGA/WOCE Surface Velocity Program (SVP) was organized to seek broad international support for drifter acquisitions and deployments.

By 1986 several SVP drifter designs had emerged and were being used in research programs in the Atlantic and Pacific. In 1988 a Pacific basin-wide TOGA process study, the Pan Pacific Surface Current Study [World Climate Research Program, 1988], became operational. Its technical objectives were to use VOS ships to maintain an array of 120 drifters for a 3-year period and to select from the competing SVP drifter designs the most robust elements. Its scientific objectives were to obtain a tropical Pacific basin-wide field of surface currents and SST for the purpose of studying a variety of processes that determine SST evolution. Buoyers were added to the SVP drifters in 1991, and in 1992, salinity sensors became an operational system on drifters in TOGA COARE. SVP drifters were deployed for WOCE in significant numbers in the Pacific by 1992, in the Atlantic as part of the Atlantic Climate Change Program in 1992, and in the Southern and Indian Oceans in 1994. By the end of TOGA, over 700 drifters were operational, and SVP emerged as the Global Drifter Program, maintained by resources from 16 countries.

The evolution of the SVP drifter to the Global Lagrangian Drifter took nearly 5 years of design and evaluation. It now consists of a spherical surface float that carries the electronics, SST, barometer, and drogue-on sensors. This float is tethered with plastic-coated wire to a holey sock drogue centered at 15-m depth [Sybrandy and Nilser, 1991; Sybrandy et al., 1995]. In the subtropical oceans the mean lifetime of a buoy (defined in terms of drogue retention) is 440 days; in the Southern Ocean the mean lifetime is 280 days. The accuracy of the water-following capability is dependent upon the winds and the “drag area ratio,” the ratio of the frontal drag areas of the drogue relative to the surface float and tether [Nilser et al., 1986]. These drifters were designed to slip <1 cm s⁻¹ in 10-m s⁻¹ winds and have a drag area ratio about 5 times larger than was used in FGGE drifters [Nilser and Paduan, 1995]. At the time of deployment the calibrated accuracy of the SST sensor is 0.1°C, and the accuracy of the barometer is 1 mbar. Location data provided by Service Argos have a minimum error of 300 m. To reduce Service Argos fees, these drifters transmit one third of the time in a 24- or 72-hour period.

Service Argos processes these data for location, SST, and sea level pressure and places it on GTS within 2 hours of reception. The GTS data are quality controlled and used on an operational basis by the meteorological
agencies for weather and climate prediction and in a variety of data products that assess the nature of the variability of the oceans and lower atmosphere. For example, NCEP uses the raw drifter barometer data in real time off the west coast of the United States to aid in marine weather broadcasts and forecasts. Scientific quality data are processed at the Global Drifter Center at NOAA/AOML, and on a 6-month interval, they are deposited at Marine Environmental Data Service (MEDS), Canada, for release to the scientific and operational communities.

In TOGA the SVP drifters were deployed from research vessels, VOS, and airplanes. The average failure rate upon ship deployment was 5% and from airplanes 15%. In the tropical Pacific most of the drifters were released near the equator. The objective was to maintain drifter arrays with enough samples in 2° latitude \times 8° longitude areas to define the 15-m circulation. The sample size (Figure B2) depends more on the nature of the deformation field of the circulation than upon where drifters were released. For example, there were many more deployments in the eastern Pacific equatorial waveguide than in the North Equatorial Countercurrent, although the data density was much larger in the latter because of the nature of the surface flow and its variability.

B2.2. Southern Ocean drifters. While the SVP drifter was being developed, the second part of the two-pronged program for drifter deployment was getting underway. The U.S. TOGA Scientific Steering Group in 1983 authorized a program to begin deployment of FGGE-type drifters in the Southern Oceans, managed by NOAA’s National Ocean Service and National Data Buoy Center. These drifters carried barometers and SST sensors inside the metal hulls, and the data were reported routinely via Argos through the GTS as an operational system. Some drifters had a long rope or cable attached to the base, while others drifted freely in the wind and waves. In 1984, about 40 FGGE-type drifters were deployed, but escalating costs, inflation, a noncompetitive environment for industrial construction, and fixed budgets reduced the array to 20 drifters by 1994. Several operational meteorological agencies contributed drifters to this Southern Ocean FGGE drifter program through the Drifting Buoy Cooperation Panel (which later became the Data Buoy Cooperation Panel). The data reported on GTS is stored in MEDS, Canada.

B3. TOGA Tide Gauge Network

TOGA inherited a substantial Pacific tide gauge network that was largely installed during NORPAX. Recognition of the importance of the El Niño phenomenon and many of the early diagnostic studies of it may not have been possible without the sea level data. For example, the sea level changes associated with the El Niño events of 1972, 1976, and 1982-1983 were described prior to the beginning of TOGA in a series of papers by Wyrski [1975, 1977, 1979, 1984, 1985b].

Efforts in the Pacific during TOGA were focused on expanding and refining this network. As the network was expanded, new gauges were generally placed at least
500 km from existing ones. In the Indian and Atlantic Oceans, however, few gauges existed or were reporting data regularly at the start of TOGA. Hence significant effort was undertaken to remedy this situation. At present the Indian Ocean network is nearly complete, in the sense that most of the available sites have been instrumented. The network in the Atlantic Ocean, on the other hand, remains limited by the scarcity of islands suitable for gauges. Early in TOGA, it was determined that the problem in the Atlantic was basically one of collecting available data, rather than attempting to place new instruments. This data collection effort was also largely successful, with 21 sites reporting data by the end of 1994 (Table 3).

The University of Hawaii Sea Level Center was responsible for coordinating, maintaining, and expanding the tide gauge network in the tropical regions for TOGA purposes. Instrumentation used in the network consists of a heterogenous blend of instruments ranging from bubbler-type pressure gauges to state-of-the-art acoustic gauges, as described by Carter et al. [1987]. The majority of the sites, however, have traditional float gauges in stilling wells. Some general information on the instrumentation available for sea level measurements is given by Pugh [1987], and more specific information about the equipment used by the University of Hawaii Sea Level Center can be found in work by Kilonsky and Caldwell [1991] and Mitchum et al. [1994].

The heterogeneity of the instrumentation is due in part to the logistics involved in maintaining gauges over a wide geographical area. Simple bubbler gauges are favored at very remote locations, whereas sophisticated acoustic gauges have been installed at several readily accessible sites. At most sites, however, the float-type gauge is favored because of its relatively low cost, which allows the placement of redundant systems at each site. This philosophy has been proven successful, in that the University of Hawaii Sea Level Center network typically has a data return exceeding 97%, even with maintenance tripe spaced at 2–3-year intervals.

The redundant nature of the University of Hawaii Sea Level Center installations allows an estimate of the instrumental accuracy of the float-type gauges. There are typically two independent stilling wells with completely separate instrumentation at each site, and these wells are within 1–2 m of one another. Differences between the time series are taken to be an estimate of the instrumental accuracy. These intercomparisons show that for timescales longer than 2 days the redundant float-type gauges agree to ~0.5 cm. Bubbler gauges are typically noisier, with differences of the order of 2 cm. Frequency spectra of the differences show that the noise is approximately white and will thus be negligible on monthly mean timescales.

A more significant concern is possible contamination of the tide gauge time series by local island effects distorting the large-scale open ocean pressure field. This type of error is more difficult to estimate, but recent intercomparisons with sea surface heights from satellite altimeters suggest that it is not a very significant error source at low frequencies. Mitchum [1994] and Cheney et al. [1994] have shown that the sea levels from the tide gauges agree with the heights from the TOPEX altimeter to ~4 cm for timescales longer than 20 days and to 2 cm for timescales longer than 2 months. These estimates are comparable to what is expected from the error budget for the altimeter alone, which implies that the tide gauges cannot be contributing a large amount of variance to the differences.

For the stations in that portion of the TOGA tide gauge network maintained directly by the University of Hawaii Sea Level Center, data are returned for many stations via the data channels on the geostationary satellites, and this real-time delivery is backed up by delayed transmission of tapes from the stations to the Sea Level Center on a monthly basis. For stations using only the delayed mode data delivery, data are processed and available to the community within several months of collection. Many of the TOGA tide gauges contribute to the operational data flow handled by the ICOSS Sea Level Project in the Pacific and to the near-real-time data set provided by the WOCE "Fast Delivery" Sea Level Center, both of which are also operated by the University of Hawaii Sea Level Center.

B4. Volunteer Observing Ship (VOS) Network

The international system of voluntary observation ships, initiated in the last century [Maury, 1859], is still a critical element of modern meteorological and oceanographic observation networks. This section treats different components of the VOS program separately. Surface marine meteorological data are reviewed first (section B4.1), followed by a discussion of the VOS XBT program, which was one of the major observational initiatives of TOGA (section B4.2). For completeness we also provide a brief discussion of the VOS sea surface salinity effort in the Pacific (section B4.3).

B4.1. VOS surface marine observations. There are currently around 7000 VOS worldwide, operated by about 50 countries. They collect observations on sea surface pressure, wind velocity, sea state, humidity, and SST, as part of the World Weather Watch (WWW). Each month, typically, 100,000 or more surface observations are collected and transmitted in real time to national meteorological centers via satellite communication systems or via coastal radio stations. The meteorological centers are responsible for entering the data on the GTS for general use. VOS coverage is excellent in the vicinity of the well-traveled shipping routes (e.g., the North Pacific and North Atlantic) but has serious gaps in the southern oceans and in parts of the tropical oceans [Weller and Taylor, 1993].

Prior to the establishment of TAO and other dedicated TOGA observing systems, data from VOS marine reports and from island weather stations constituted the bulk of the available information on seasonal and inter-
annual variability in tropical surface marine meteorological fields. The TOGA data requirements for surface fields and fluxes (Table 1) were based almost entirely on knowledge derived from analyses of VOS data [e.g., Taylor, 1984]. The International TOGA Project Office [1992] made several suggestions for improving the quality and density of VOS observations, but by and large, these were not implemented. Nonetheless, analyses of VOS data were extremely valuable for TOGA.

The creation of COADS [Woodruff et al., 1987] was a development based largely on VOS surface data that had a significant impact on climate research during TOGA. Prior to 1985, scientists who wished to work with the conventional surface marine data set often had to go through a laborious process of data extraction from the archives, followed by extensive quality control and analysis. COADS substantially reduced this impediment by creating a single data set of all available archived marine observations. The data were quality controlled and made widely available. This compilation was the basis for the Oberhuber [1988] and da Silva et al. [1994] climatologies and has been the basis for many recent studies of longer-term variability [e.g., Shriver and O'Brien, 1995].

Perhaps the most significant development in terms of the TOGA scientific history was the application of surface marine wind observations to produce time-varying winds. Wyrtki and Meyers [1975, 1976] produced the first such maps of wind and wind stress over the tropical Pacific Ocean, though on a coarse 2° latitude x 10° longitude grid. Eskensen and Kushnir [1981], Han and Lee [1983], and Hellerman and Rosenstein [1983] also exploited the marine data set to produce global analyses of wind stress and marine fields, but only for the seasonal and annual means. The Mesoscale Air-Sea Interaction Group at Florida State University (FSU), motivated by the need to produce a wind field data set suitable for forcing tropical ocean models, reanalyzed the Wyrtki and Meyers wind data [Goldenberg and O'Brien, 1981]. These analyses were for pseudostress (the product of the wind velocity times wind speed) and were originally restricted to the tropical Pacific Ocean (30°S–30°N) on a 2° x 2° grid. Focusing on pseudostress allowed Goldenberg and O'Brien [1981] to avoid complications due to uncertainties in specification of drag coefficients while at the same time including at least some of the nonlinearity of the wind stress formulation, which is quadratic in wind speed.

The FSU wind analysis evolved considerably through the period of TOGA [Legler and O'Brien, 1984; Legler, 1991; Striecher et al., 1992]. Monthly analyses are now performed routinely in near-real time for the Pacific Ocean using data available from the GTS. The fact that these analyses have been made available in near-real time allowed the development of timely and useful prediction systems like that of Cane et al. [1986]. Recently, full development of the TAO array during the second half of TOGA has approximately doubled the number of wind estimates used in the FSU analyses between 10°N and 10°S in the equatorial Pacific (Figure B1). Yearly reanalyses are performed augmenting GTS data with delayed mode data from National Climate Data Center (NCDC) archives and COADS.

Legler et al. [1989] extended the FSU analysis system to the Indian Ocean using techniques that allow information from various platforms, including satellites, to be merged. This technique has been extended to include surface fluxes over the Indian Ocean for the period 1960–1989 [Jones et al., 1995]. Rao et al. [1991] also analyzed the COADS data for the tropical Indian Ocean region to produce a consistent set of heat flux fields. These fields have been used in various numerical models of the Indian Ocean [e.g., McCreary et al., 1993].

In the tropical Atlantic Ocean one of the first time-varying analyses of surface marine data was produced by the Institut Français de Recherche Scientifique pour le Développement en Coopération (ORSTOM) group at Brest, France, following the methodology developed by the FSU [Serrain et al., 1984, 1985]. Also, Reverdin et al. [1991a] analyzed the wind stress between 20°S and 30°N in the tropical Atlantic, using merchant ship wind observations. These analyses have been used in several numerical modeling studies, including Blanke and Dukhovskoy [1993] and Braconnot and Frankignoul [1994].

The accuracy of surface analyses based on merchant ship marine data is dependent on the quality and sampling density of the input data. For example, Weare [1989] cataloged a number of different systematic errors in surface marine observations, including conversion of Beaufort wind force observations to wind speeds and spurious warming in SSTs from engine intake temperatures. Systematic errors like these are significant and cannot be removed by increased sampling density, as can random errors. As an example of the magnitude of these effects, Weare [1989] also concluded that uncertainties in latent heat flux computed from VOS data exceeded 30 W m−2 everywhere. Cardone et al. [1990] also cautioned that differing interpretations of Beaufort wind observations in the historical data set can lead to artificial trends in surface analyses, such as that of Legler and O'Brien [1984].

### B4.2. VOS/XBT measurements

Major events in the evolution of XBT sampling since the instrument was invented were discussed by Meyers et al. [1991]. The XBT is a temperature profiler commonly dropped from VOS recruited from the merchant shipping, fishing, and military fleets [e.g., Baker, 1981; Sy, 1991]. The most commonly used models (T4 and T7) measure to a depth of 460 and 760 m. The instrument was developed during the 1960s and over the years has perhaps been more extensively used than any other single oceanographic instrument. Among its advantages are that the measurements can be carried out quickly,
while the ship is underway, without in most cases having to reduce speed; operation of the instrument is easily learned by a new observer.

According to the manufacturer's specifications the temperature accuracy of the XBT is ±0.15°C. Some studies have shown that probe-to-probe thermistor temperature variability can be <±0.06°C at the 95% confidence level [Sv9, 1991]. The measurement of relative, vertical temperature differences is also more accurate than the specifications [Roemmich and Cornuelle, 1987] so that small inversions and finestructure are detectable in the profile. The depth is estimated from a drop-rate equation using the time elapsed after the probe enters the water. It has been demonstrated, however, that temperature profiles made using the T4, T6, and T7 probes exhibit a systematic error with depth that is associated with an inadequate drop-rate equation supplied by the manufacturer [Hanawa et al., 1993]. After correction for the systematic error the depth accuracy is within the manufacturer's specifications (±1.2% of depth or ±5 m) in ~92% of XBT drops. Quality control of XBT data is a major task because the instrument malfunctions before reaching 250 m in about 15% of the probe launches. The modes of instrument failure have been carefully documented [Basley et al., 1994] and distinguished from real temperature inversions and other structure so that a data quality expert can recognize and flag faulty data in postcruise processing.

Design of the VOS XBT array for TOGA recognized the need to map large-scale variations in thermal structure to a known accuracy on a grid that would barely detect the smallest scales of interest. A strategy of low-density sampling was devised to provide broad-scale, widely dispersed coverage in areas that have routine merchant shipping on a monthly-to-quarterly cycle. Sampling error due to unresolved small-scale variability such as eddies, tropical instability waves, and internal waves is a source of geophysical noise. Many studies since the late 1970s have shown that the noise variance is about equal to the variance of the large-scale signals [Meyers et al., 1991, White, 1995, Kessler et al., 1996]. Maps of large-scale signals are produced using optimal interpolation (OI) as a filter to remove (or reduce) the smaller scale variability. The mapping error variance after OI is typically 0.3 to 0.5 times the signal variance, in the areas that are best sampled. In dimensional units this translates to mapping errors of about 4-6 m in the depth of isotherms [Smith and Meyers, 1986].

Using the method of OI to design a sampling strategy required a prior knowledge of the statistical structure of the subsurface temperature field. Of particular importance are the so-called "decorrelation scales of variability," which represent the typical spatial and temporal extent in latitude, longitude, and time of the most energetic features. The scales for the tropical oceans were estimated [Meyers et al., 1991; Meyers and Phillips, 1992] by fitting a Gaussian curve to the covariance function of temperature variability estimated from observations. Recognizing that the scales show considerable regional differences as well as differences in depth and time, a uniform set of e-folding scales was recommended for application throughout the tropical oceans, 2° latitude × 15° longitude × 2 months. Maps of the temperature field were found to be rather insensitive to the exact value of the decorrelation scales in regions with good data coverage; however, mapping errors changed considerably with changes in the assumed scales.

On the basis of the above considerations the recommended low-density sampling strategy was prescribed as one XHI drop per 1.5° latitude × 1.5° longitude per month. Experience has shown that the recommended low-density sampling can be achieved in regions with good VOS coverage by dropping an XBT every 6 hours along the regular shipping tracks. A shortcoming of the VOS XBT network is that merchant shipping does not cover all areas of the global ocean, so that XBT sampling must be combined with other observations from in situ instruments or altimetric data to achieve global coverage.

In addition to the description of large-scale signals and initialization of ocean models the design of VOS XHI sampling for TOGA also recognized a need to observe seasonal-to-interannual variations of major geostrophic currents in the tropical oceans. A strategy of frequently repeated sampling was devised for a few transequatorial VOS lines in each ocean, with a recommended sample rate of three observations per decorrelation scale in latitude and time [Meyers et al., 1991]. The frequently repeated sampling rate can usually be achieved with 4-hour sampling on 18 voyages per year. Some noise due to spatial aliasing may be introduced into analyses of repeat transect data, if the ship tracks are spread out in a swath, but are treated as having been exactly repeated [McPhaden et al., 1988c]. In most cases this error is much smaller than the signals of interest along frequently traversed lines in the tropical Pacific. On some routes, XCTD data are also collected [Roemmich et al., 1994].

Since the 1980s most shipboard XBT systems have recorded data on a personal (desktop or laptop) computer. Real-time delivery is achieved for most installations by sending data to the GTS via Argos or geostationary satellites. Some data still are sent to the GTS by coastal radio stations. Upper Ocean Thermal Data Assembly Centers provide expert quality control of delayed mode data which are archived at the WOCE/TOGA Subsurface Data Center in Brest, France. Based in part on VOS XBT data collected during TOGA and WOCE, the annual and seasonal mean upper ocean thermal structure of the global ocean has been documented with the most comprehensive data set available in the World Ocean Atlas 1994 [Levitus and Boyer, 1994].

B4.3. VOS sea surface salinity (SSS) measurements. Salinity data collected as part of VOS
programs have provided valuable insights into near-surface water mass variability and its relation to atmospheric forcing in the tropics. Though not among the highest-priority measurements during TOGA, surface salinity nonetheless exhibits strong seasonal-to-interannual timescale variations that are important to understand in the context of coupled ocean-atmosphere interactions associated with ENSO. For this reason and to present a complete picture of the overall VOS effort in TOGA we briefly discuss SSS measurements in this section.

The history of SSS measurements based on VOS networks dates at least back to the early 1950s in the Gulf of Guinea [Berrit, 1961]. On the basis of this early effort, VOS SSS networks were initiated by ORSTOM in the Pacific in 1969 and in the Atlantic and Indian Oceans in 1977 [see Donguy, 1994, and references therein]. SSS measurements are obtained from water samples bottled by ship officers about every 60 nautical miles and later analyzed on shore by laboratory salinometers. As compared with CTD measurements, the accuracy of bucket measurements is estimated to be of the order of 0.1–0.2 psu.

TOGA inherited a decade-long VOS SSS network in 1985, but because of various obstacles the bucket sampling rate decreased dramatically in 1994 to about 25% of the 1985 rate. From the second half of TOGA and during the COARE: Enhanced Monitoring Period, efforts were focused on complementary arrays of thermosalinographs installed on board merchant ships [Hentin and Grelet, 1996], on TAO moorings [McPhaden et al., 1990c; Koebl et al., 1996], and on drifting buoys [Swenson et al., 1991]. When deployed, the accuracy of temperature and conductivity sensors on these platforms results in an accuracy of about 0.02 psu in salinity. Owing to the disproportionate availability of surface to subsurface salinity measurements, most TOGA-related salinity studies concern SSS only.

Appendix C: Satellite Components of the Observing System—Technical and Historical Background

C1. AVHRR and Blended Sea Surface Temperature Analyses

Errors in the 1982 sea surface temperature (SST) analyses discussed in Appendix A led to improved analyses at the NCEP, formerly NMC (Figure C1). These analyses used both in situ and satellite data. The satellite observations are infrared measurements from the AVHRR on the NOAA polar orbiting satellites. These data were processed operationally by NOAA’s Environmental Satellite, Data, and Information Service (NESDIS) until 1993, when the responsibility for operational processing was transferred to the Naval Oceanographic Office of the U.S. Navy [May et al., 1998]. The satellite SST retrieval algorithms are “tuned” by regression against quality-controlled drifting buoy data using the multichannel SST technique of McClain et al. [1985] and Walton [1988]. This procedure converts the satellite measurement of the “skin” SST (roughly a millimeter in depth) to a buoy “bulk” SST (roughly at 0.5 m depth). The tuning is done when a new satellite becomes operational or when verification with the buoy data shows increasing errors. The algorithms are computed globally and are not a function of position or time. Although the AVHRR cannot retrieve SSTs in cloud-covered regions, the spatial coverage of satellite data is much more uniform than the coverage for in situ data. As an example, the distribution of AVHRR retrievals for the last week of TOGA is shown in Figure C1, where the number of daytime and nighttime observations has been averaged onto a 2° spatial grid. Day and night have been separated because the cloud detection algorithms are different for day and night.

In situ SST data used in the NCEP analyses are obtained from two different sources. The data source from 1990 to present consists of all ship and buoy observations available to NCEP on the GTS within 10 hours of observation time. Prior to 1990, the data were obtained from the COADS [Woodruff et al., 1987]. COADS adds additional delayed data to the GTS data. After a wait of several years the procedure can roughly double the number of in situ observations. The distribution of real-time in situ data for the last week of TOGA is shown in Figure C1. Figure C1 (top) shows the distribution of observations from ships. These observations are surface marine observations, which are roughly 20 times more frequent than XBT observations. This distribution depends on ship traffic and is most dense in the midlatitude northern hemisphere. Figure C1 (bottom) shows the in situ observations from drifting and moored buoys. The deployment of the buoys has partially been designed to fill in some areas with little ship data. This process has been most successful in the tropical Pacific and southern hemisphere. However, it should be noted that there are areas, such as the tropical Atlantic, that have almost no buoy SST observations.

In situ and satellite observations are sparse near the ice edge. To supplement these data, sea ice information is used on a 2° grid. If a grid box is ice covered (concentration of 50% or greater), an SST value is generated with a value of −1.8°C, which is the freezing point of seawater with a salinity of 33–34 psu. This range of salinity is typical near the ice edge in the open ocean.

The superior coverage and greater density of satellite SST data would tend to overwhelm the in situ data in most conventional analyses. This would only be a problem if the satellite data have biases on large timescales and space scales. These biases have occurred in the operational satellite data set. The most severe cases occurred following the March–April 1982 eruptions of El Chichon [Reynolds et al., 1989b] and the June 1991 eruptions of Mount Pinatubo [Reynolds, 1993]. The stratospheric aerosols from these eruptions resulted in strong negative biases in the satellite algorithms.

To illustrate the effect of one of these events, the av-
The NCEP analysis of Reynolds [1988] and Reynolds and Marsico [1993] used Poisson's equation to remove any satellite biases relative to the in situ data before combining the two types of data. This analysis, henceforth called the blend, was produced monthly from January 1982 to December 1994 on a 2° grid with an effective spatial resolution of 6°. In this procedure, the analysis resolution was degraded to a resolution that could be supported by the in situ data.

To improve this resolution, an optimum interpolation (OI) analysis was developed [Reynolds and Smith, 1994]. The OI is done weekly on a 1° grid and uses the same data that were used by the blend. To correct for satellite biases, a preliminary step using the blended method provides a smooth correction with 12° resolution for each week. The satellite data are adjusted by this correction and used in the OI along with the in situ data. In the next step, OI error statistics are assigned to each type of data (ship, buoy, etc.). The random in situ and satellite data errors are comparable. Hence, because the satellite distribution is so much better than the in situ distribution, the satellite data overwhelm the

---

**Figure C1.** Number of SST observations for the week of December 25-31. (top) Regions on a 1° grid where the number of daytime or nighttime AVHRR retrievals is three or more. (bottom) The distribution of ship, buoy, and simulated ice SSTs. In Figure C1 (bottom right) the moored buoys are indicated by a circle, the drifting buoys by a dot, and the ice by a plus.

---

average weekly anomaly from in situ, daytime, and nighttime satellite observations was computed between 20°S and 20°N during the period with strong stratospheric aerosols from Mount Pinatubo [see Reynolds, 1993]. The results (Figure C2) show that the SST anomalies were all tightly grouped during May and June 1991. After this period the in situ anomaly remained relatively constant while the day and night satellite anomalies became more negative. The nighttime anomalies reached a minimum during September; the daytime retrievals reached a minimum during August. The difference between the in situ and satellite anomalies shows that the satellite observations had average negative biases with magnitudes >1°C in the tropics in August and September 1991. An attempt was made on October 3, 1991, to correct the nighttime algorithm. However, as shown in Figure C2, this correction was only partially effective. As discussed by Reynolds [1993], this correction led to other satellite biases in the southern hemisphere midlatitudes. The aerosols and the associated tropical biases gradually became weaker until the biases became negligible in April 1992.
Average SST Anomalies (20°S–20°N)

Figure C2. SST anomalies obtained from weekly in situ, daytime, and nighttime satellite observations. The anomalies are averaged between 20°S and 20°N from May 1981 to May 1992 [from Reynolds, 1993].

The OI has now been computed from November 1981 to the present. As an example, the analysis corresponding to the data coverage shown in Figure C1 was presented earlier in Figure 4. November 1981 was selected as the starting point of the OI analysis because that is the date the AVHRR data first became operational. For comparison the OI has also been computed without the preliminary satellite bias correction. This analysis will be referred to as OI UC, where UC stands for uncorrected.

To verify the accuracy of the differences among the blend and the two versions of the OI, monthly SST anomalies from the analyses are compared with independent data. These data are the monthly averaged SST anomalies from TOGA-TAO equatorial current moorings [McPhaden, 1993a]. Three locations have been selected with the longest records: 110°W, 140°W, and 165°E. The monthly root-mean-square (rms) difference between buoys and each of the three analyses (blend, OI, and OI-UC) are computed for the period January 1982 to January 1993 and for each month. The results are summarized in Table C1 for a high acrosol year, 1991, and for the entire period. In all cases the OI is superior to both the OI-UC and the blend. The OI is superior to the blend because of its better resolution. The spatial gradients are greater in the eastern than in the western Pacific, so analysis differences between the blend and the OI are greater at 110°W and 140°W than at 165°E. In years without strong satellite biases the OI and OI UC analyses behave similarly. However, the large biases during periods such as 1991 cause the degradation of OI-UC analysis relative to both the OI and the blend.

The OI analysis with the satellite bias correction
Table C1. Monthly rms Differences Between SSTs From Current Meter Moorings and From NCEP Analyses

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>110°W</td>
<td>OI</td>
<td>0.19</td>
<td>0.38</td>
<td></td>
</tr>
<tr>
<td>110°W</td>
<td>OI-UC</td>
<td>0.87</td>
<td>0.47</td>
<td></td>
</tr>
<tr>
<td>110°W</td>
<td>blend</td>
<td>0.40</td>
<td>0.86</td>
<td></td>
</tr>
<tr>
<td>140°W</td>
<td>OI</td>
<td>0.15</td>
<td>0.39</td>
<td></td>
</tr>
<tr>
<td>140°W</td>
<td>OI-UC</td>
<td>0.79</td>
<td>0.43</td>
<td></td>
</tr>
<tr>
<td>140°W</td>
<td>blend</td>
<td>0.52</td>
<td>0.73</td>
<td></td>
</tr>
<tr>
<td>165°E</td>
<td>OI</td>
<td>0.15</td>
<td>0.24</td>
<td></td>
</tr>
<tr>
<td>165°E</td>
<td>OI-UC</td>
<td>0.71</td>
<td>0.39</td>
<td></td>
</tr>
<tr>
<td>165°E</td>
<td>blend</td>
<td>0.18</td>
<td>0.28</td>
<td></td>
</tr>
</tbody>
</table>

Two periods are listed, one for 1991 and another for the 144-month period January 1982 to December 1993. The moorings are all located on the equator.

On a positive note the European Space Agency (ESA) had just begun building ERS-1 with its altimeter, but the mission was several years behind its original 1987 launch schedule. Given this background, it is easy to understand why TOGA planned to rely so heavily on in situ observations rather than remote sensing.

Despite these inauspicious beginnings, satellite altimetry ultimately provided global observations during 8 of the 10 TOGA years, the gap occurring during 1989–1991 between Geosat and ERS 1. Some of the Geosat data were initially classified, but today they are available in their entirety, spanning the first 4 years of the TOGA project. The Geosat era turned out to be one of the more interesting times in the tropical Pacific cycle because it included a normal period (1985 through mid-1986) followed by distinct ENSO warm and cold events in 1986–1987 and 1988–1989, respectively. ERS-1 became operational in 1991 just as another warm event was beginning, and the TOPEX/POSEIDON observations began in 1992. With the successful launch of ERS-2 in 1995, three altimeters were collecting data simultaneously by middecade, with excellent prospects for a continuous series of altimeters to be in place for the foreseeable future. As shown in Figure C3, it has been possible to connect the various altimeter missions to generate a consistent, long-term record of sea level variations throughout the tropics.

The spatial and temporal sampling patterns have varied among these missions as summarized by Koblinsky et al. [1992], but of more fundamental importance is their relative accuracies. It is useful to begin with TOPEX/POSEIDON, as this highly accurate altimeter system has set the standard by which all others are being measured. Primarily because of advances in orbit determination, TOPEX/POSEIDON is able to measure sea level with an absolute accuracy of 4 cm for 1-s averages [Fu et al., 1994; Tapley et al., 1996]. For monthly means in 2° squares the figure is closer to 2 cm [Cheney et al., 1994], and global sea level is being monitored at the level of a few millimeters [Nerem et al., 1997]. Geosat and ERS-1, even after recent orbit improvements [Scharroo et al., 1994; Williamson and Nerem, 1994] are only accurate to 10–15 cm in an absolute sense for the 1-s data. But simple adjustments [Lillibridge et al., 1994] and other sophisticated processing techniques [Tai and Kuhn, 1995] have increased the net accuracy to 5 cm or less for determination of monthly mean sea level variations. Furthermore, much of the ERS-1 error can be removed by adjusting the profiles relative to concurrent TOPEX/POSEIDON data [Le Traon et al., 1995]. For most tropical ocean applications the result is a nearly continuous altimetric record of sea level variability, which can be assimilated in ocean models to improve initial conditions for climate forecasting [Fu and Cheney, 1995].

Special altimeter validation efforts were undertaken during TOGA in recognition of the fact that accuracy requirements might be higher for sea level near the...
equator than elsewhere in the world ocean. The primary goal of satellite altimetry missions is the study of large-scale ocean circulation, through estimation of the surface geostrophic currents. Geostrophic estimates of surface flow will be very sensitive to small sea level errors near the equator, however, because of the vanishing of the horizontal component of the Coriolis force [e.g., Picaud et al., 1989]. A rigorous open-ocean validation experiment was therefore conducted in the western equatorial Pacific Ocean during the verification phase of the TOPEX/POSEIDON mission to examine the accuracy of the altimetry measurements in the TOGA domain. Two TAO moorings were outfitted with additional temperature, salinity, and pressure sensors to measure within 1 cm the dynamic height from the surface to the bottom at 5-min intervals directly beneath two TOPEX/POSEIDON crossovers; bottom pressure sensors and inverted echo sounders were deployed as well [Katz et al., 1995a; Picaud et al., 1995]. Instantaneous comparisons with the 1-s TOPEX/POSEIDON altimeter retrievals and the 5-min dynamic height resulted in a root-mean-square difference as low as 3.3 cm at 2°S–164°E and 3.7 cm at 2°S–156°E. After the use of a 30-day low-pass filter, in situ and satellite data were found to be highly correlated, with rms differences of <2 cm.

The applicability of satellite altimetry data for estimating zonal surface current variability at the equator was also assessed using the meridionally differenced form of the geostrophic momentum balance [Picaud et al., 1990; Delcroix et al., 1991, 1992; Menkes et al., 1995]. These studies indicated that altimetry-derived geostrophic zonal current estimates agreed well with near-surface zonal currents observed from TAO moorings along the equator. Given the sensitivity of the geostrophic approximation to small sea level variations near the equator, these results represent the most stringent test of using altimetry observations to estimate sea level and surface currents anywhere in the world ocean.

C3. Satellite Surface Winds

For several years before the beginning of TOGA, there was optimism that the 1978 success of Seasat, which, for the first time, recorded surface wind velocity over the global ocean [Chelton et al., 1989], would be followed by another satellite wind velocity measuring system. In 1986, cancellation of the NROSS mission, which was to have carried a NSCAT to measure surface wind velocity, created a requirement to implement an in situ surface wind velocity measurement system throughout the equatorial Pacific. This requirement was in part met by development of the TOGA-TAO array [Hayes et
al., 1991a; McPhaden, 1993a) using moored wind measurement technology developed in earlier Pacific climate studies [Haigh, 1988b].

The inability during TOGA to launch NSCAT, which was intended to provide global coverage of 25-km-resolution surface wind velocity every 3 days, was partially mitigated with the July 1991 launch of ERS-1. Monthly mean ERS-1 wind speed and direction are accurate to about 1 m s⁻¹ and 35°. However, at wind speeds below 2–3 m s⁻¹, accuracy is poor because the intensity of Bragg scattering has little variation with wind speed. However, ERS-1 data yielded the first opportunity to learn about the detailed space-time structures of intraseasonal surface westerly wind bursts along the Pacific equator [Liu et al., 1996].

In the interim from the beginning of TOGA to the launch of ERS-1, special sensor microwave imager (SSM/I) surface wind speed measurements, which have been recorded since July 1987, have been combined with wind directions [Atlas et al., 1991]. The Atlas et al. [1991] SSM/I surface wind velocity data product, which Busalacchi et al. [1993] demonstrated to be an alternate source of wind vector information, yielded sea surface temperatures, simulated from an ocean general circulation model, that were more representative than those created with a numerical weather prediction surface wind data product [Liu et al., 1996].

The ERS-1 scatterometer and the SSM/I represent active and passive microwave wind-measuring techniques, respectively. Another active microwave method is produced with the radar altimeter, which is of secondary importance for studies of large-scale ocean circulation because of the very small coverage in the cross-track direction. SSM/I and ERS-1 wind data are determined over distances >500 km perpendicular to the ground track, with an areal coverage nearly 100 times greater than that of an altimeter.

Appendix D: In Situ Meteorological Components of the Observing System—Technical and Historical Background

D1. TOGA Upper Air Network

One of the objectives of TOGA was to resolve the three-dimensional structure of planetary-scale disturbances along the equator so that daily wind profiles taken at a sufficiently dense horizontal scale were required. The distribution of existing WWW sites was of particular concern in the equatorial Pacific, having gaps which needed attention. Owing to the lack of suitable island sites and considering the logistic difficulty and expense of some of the candidate islands, only some of these gaps could be filled.

During the first few years of TOGA the International TOGA Project Office, with the assistance of many countries, concentrated on setting up observing capability at a number of sites: Kanton Island (Republic of Kiribati) and San Cristobal in the Galapagos, Gau in the Maldiv Islands, and Pemryn Islands. In addition, wind profilers were planned for a number of Pacific Islands (see section D2). These plans were set out in the first edition of the “TOGA International Implementation Plan” and were revised in later editions as circumstances changed. The final list of upper-air sites labeled as Key Stations for TOGA is given in the fourth and final edition of the “Implementation Plan” [International TOGA Project Office, 1992].

Two data sets were produced as a result of the data management of TOGA observations. Upper air reports transmitted on the GTS of the WWW were incorporated in the synoptic-time analyses and forecasts made by the operational forecast centers. The official TOGA archive of these data and the resulting analyses are those produced by the ECMWF. Another data set now exists at NCDC in Asheville, North Carolina, as a result of the Comprehensive Aerological Reference Data Set (CARDS) Program. This data set consists of all soundings made by the WWW and supplemental sites as forwarded by GTS and delayed mode to NCDC. Unfortunately, the CARDS rawinsonde data are spotty and concentrated in the last years of the TOGA experiment. The CARDS archive is available for use in research programs and, in particular, for current and future reanalysis efforts.

D2. Island Wind Profilers

In 1985 the NOAA Aeronomy Laboratory in Boulder, Colorado, began to apply newly developed wind profiler technology to the TOGA program to support studies of the tropical atmosphere and climate system [Gage et al., 1990, 1991a]. The first step was taken at Christmas Island in the central Pacific Ocean island republic of Kiribati. A 50-MHz VHF wind profiler was constructed on Christmas Island in 1985 and has been operated nearly continuously since April 1986 [Gage et al., 1994a]. The VHF wind profiler observes horizontal and vertical velocities in the altitude range 1.5–18 km.

Christmas Island is located just north of the equator in the Line Islands south of Hawai‘i, as shown in Figure 5. The weather on Christmas Island is influenced by its location in the equatorial dry zone associated with the cold tongue of equatorial waters extending from the eastern Pacific across the central Pacific. Substantial rain occurs at Christmas Island only during ENSO warm events when the trade wind circulation relaxes and the cold tongue disappears. Some rain occurs in most years during March–May, when the Intertropical Convergence Zone (ITCZ) makes its closest approach to the equator. The wind profiler was placed at Christmas Island to determine the climatology of tropical wind fields and to observe the natural variability of winds over the central Pacific on the ENSO timescale.

Wind-profiling radars observe weak backscatter from turbulent irregularities in the atmospheric radio refrac-
tive index [see, e.g., Gage et al., 1990]. Wind velocity is inferred from the Doppler shift of the backscattered power in the direction of the radar beam. Most wind profilers operate with several fixed beams. Vertically directed beams are utilized for the measurement of vertical motions. Oblique beams (typically directed 15° off zenith in orthogonal vertical planes) are utilized for the measurement of horizontal motions, since vertical motions are typically very small. In routine operation, orthogonal wind components are sampled every few minutes and processed to yield a consensus mean hourly wind. Typical precision expected for individual wind profiler measurements of horizontal velocities is close to 1 m s⁻¹ [Strauch et al., 1987]. Four times per day, hourly averaged Christmas Island wind data are telemetered via geostationary satellite and incorporated onto the GTS for worldwide distribution.

The Christmas Island wind profiler has served as a prototype for a complementary array of VHF wind profilers that was designed to span the Pacific basin from Indonesia to Peru. This Trans-Pacific Profiler Network was constructed with support from the National Science Foundation. It is comprised of VHF wind profilers at Pohnpei, Federated States of Micronesia; Biak, Indonesia; and Pura, Peru.

Island-based profilers are subject to local influences that may affect their ability to measure representative samples of the large-scale wind field. The magnitude of the local effects generally can be expected to decrease with height and depend on the location of the profiler and the size and topography of the island. For example, Balsley and Carter [1980] found lee waves in the vertical velocities that were pronounced at Pohnpei, an island with substantial topography, but absent at Christmas Island, which is very flat. Additional research is needed to quantify island influences on island-based profiler observations.

In order to observe the winds in the tropical lower troposphere the Aeronomy Laboratory developed an UHF boundary layer wind profiler to complement the VHF wind profiler [Ecklund et al., 1988, 1990]. The new UHF profiler operates at 915 MHz and observes winds in the lower troposphere up to 5 km with good vertical resolution. The 915 MHz profiler was installed at Christmas Island in 1990. Together the two profilers observe the entire tropical troposphere. UHF wind profilers are much more sensitive to hydrometeors than are VHF wind profilers; it is necessary to account for the fall speed of hydrometeors with UHF profilers to obtain accurate wind velocities when hydrometeors dominate the radar returns. Since the UHF profilers are very sensitive to hydrometeors [Gage et al., 1994b, 1996a; Ecklund et al., 1990], they are increasingly being used for precipitation studies in the tropics [Williams et al., 1995].

Technical aspects of the development of the 915-MHz UHF profiler are reviewed by Carter et al. [1995]. The profiler was adapted to shipboard operation [Carter et al., 1992] and integrated with a balloon sounding system and a suite of surface instruments to create an integrated sounding system (ISS), which formed a major part of the upper air sounding system used for TOGA COARE [Webster and Lukas, 1992; Parsons, 1994]. ISSs were operated for COARE on Kavieng and Manus Islands in Papua New Guinea, on Kapingamarangi in the Federated States of Micronesia, and on the Island Republic of Nauru in the central Pacific. Intercomparisons of UHF profiler wind and temperature measurements with balloon soundings at ISS sites show very good agreement during COARE [Riddle et al., 1996].
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